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Introduction

The ever-increasing complexity of scientific problems demands 
interdisciplinary approaches to solve them, and thus, the boundaries between 
many fields of physics, chemistry, and biology become diffuse. Today’s 
problems concern phenomena whose descriptions coexist in different space 
and time scales. Scientific approaches are then challenged to deal 
simultaneously with atomistic and continuum systems and with ultrafast and 
slow phenomena. 

This dissertation gives a brief overview of modern trends in chemical 
physics and physical chemistry. The discussion emphasizes the role and the 
extent of applicability of computational simulations in these fields. The 
material is thus organized according to the relevant space and time scales for 
chemical phenomena. Then, the presentation focuses on the realm of 
quantum chemistry to provide the basic details of the electronic and 
molecular structures needed to apply statistical mechanics to treat problems 
in the condensed phase. As a result, an accurate macroscopic description of 
redox reactions in solution arises from the molecular point of view. In 
particular, this enables a consistent treatment of electron, proton, and proton-
coupled electron transfer reactions responsible for the radiation induced 
damage to DNA and many other crucial reactions in biology. Accordingly, 
these new models broaden the applications of theoretical and computational 
chemistry to material and biomedical sciences. 

The contents are organized so that the applications to radiation chemistry 
and photochemistry discussed in the last two chapters refer to the theory 
discussed earlier. The chapters are rather brief and as self-contained as 
possible. Chapters 1–4 constitute an integrated overview of the combination 
of molecular, thermodynamic, and computational approaches to tackle basic 
physicochemical problems; Chapters 5 and 6 deal with the computational 
applications.

Chapter 1 reviews the space and time scales concerning atomic and 
molecular physics, chemistry, and other interdisciplinary fields. It discusses 
modelling of multiscale phenomena and the basic principles to apply the 
laws of physics consistently in computational simulations. Chapter 2 serves 
as a general introduction to molecular electronic structure theory. It should 
be regarded as concise revision notes on topics exhaustively reviewed in the 
key references cited therein. Chapter 3 contains the basics of interfacial 
electrochemistry. Even though this is a well-established field in physical 
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chemistry, the basic definitions found in the literature and textbooks can turn 
out to be contradictory. Accordingly, Chapter 3 follows IUPAC 
recommendations on the controversial definitions in order to recast the 
conventional electrodic problem into a tractable molecular problem enabling 
us to apply the Gibbs formalism. Chapter 4 deals with the definitions of 
absolute electrochemical, real chemical, and chemical potentials according 
to first principles quantum and statistical mechanics. Therein, the 
thermochemistry of electron, proton, and proton-coupled electron transfer 
reactions is defined in terms of the fundamental chemical potentials of the 
species in solution. 

Chapter 5 describes the chemical effects of ionizing radiation on DNA. 
The discussion focuses on explaining and relating the reactions that several 
experimentally well-identified agents cause on DNA. This chapter includes 
the absorption of UV light to yield excited states in DNA, the formation of 
radical ions (charged molecules with unpaired electrons), and some rationale 
as to how the sugar–phosphate bonds directly break in the DNA strands. It 
also addresses the formation of hydroxyl radical adducts of purine bases and 
their oxidation to 8-oxoadenine and 8-oxoguanine, which are chemical 
lesions causing a particular type of mutation called transversions.  

Finally, Chapter 6 deals with the application of the photosensitization to 
chemotherapy. This chapter describes the photodynamic action of psoralens, 
which is responsible for the dark toxicity of these compounds. 
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1. Modelling, Simulation, and Theory 

Modelling refers to the construction of scale models, as well as to the 
devising or use of abstract or mathematical models. A model is thus a 
simplified or idealized description or conception of a particular system, in a 
sufficiently simple form to enable a certain problem to be solved. Models are 
put forward as a basis for theoretical or empirical understanding, or for 
calculations, predictions, etc. A model is a conceptual or mental 
representation of a system or process. Models are also physical three-
dimensional representations of real systems and processes, especially on a 
smaller scale.1

Simulations are techniques of reproducing the behaviour of some existing 
or intended system, or some aspect of that behaviour, by means of models. 
They replicate the mathematical formulations of complex physical processes 
computationally. They are extensively used in the scientific prediction 
ranging from economy and meteorology to chemistry and biology.2,3

Modelling and simulation are based on the theories that describe natural 
phenomena. A simple and concise definition of a physical theory was given 
by Pierre Duhem in 1906: 4

“A physical theory is a system of mathematical propositions, deduced 
from a small number of principles, which has the object of representing a set 
of experimental laws as simply, as completely, and as exactly as possible”. 

The description of systems, processes, models, simulations, and so forth 
can be classified in terms of various criteria. According to the level of the 
physical theory, the description can be quantum or classical. According to 
the pattern of the evolution, the description can be deterministic or 
stochastic. Deterministic denotes a process whose resulting behaviour can be 
predicted exactly and is uniquely determined by the initial state of the 
system. In contrast, stochastic denotes a process whose resulting behaviour 
has a randomly determined distribution or pattern, which can be analyzed 
statistically, but cannot be predicted exactly.5 According to the internal 
structure, an atomistic description is interpretable through analysis into 
distinct, separable, and independent elementary components; whereas a 
continuum description neglects any internal, possibly discrete, structure. 
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Figure 1.1. The relevant size scales. 
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Figure 1.2. The relevant time scales. 
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In the design of models, theories, and simulations, one should notice that 
the appearance of objects and phenomena changes in the real world 
according to the scale of observation. For instance, the concept of branch of 
a tree makes sense on a scale of few centimeters to a few meters, while it is 
meaningless on the nanometer or kilometer level. Likewise, the concept of 
total solar eclipse makes sense on a scale of minutes––its maximum duration 
is seven minutes and eight seconds only––while it is meaningless on the 
millisecond or hour level. Moreover, one can observe many phenomena 
taking place within a single entity depending on the size and time scales the 
observations are made. Zooming into the space and time scales on entities 
and processes reveals their internal nature and complexity. 

1.1. Space and time scales 
Most nonliving and all living matter is characterized by its sheer complexity. 
Processes in complex systems (e.g. fracture in real materials, phase 
transitions, diffusion, surface and bulk phenomena, chemical reactions, 
metabolic pathways, protein folding, self-organization and self-assembly far 
from equilibrium, etc.) involve structures on many different space and time 
scales. Many occur on a macroscopic scale, but an accurate and detailed 
description of such phenomena often requires atomic level resolution. The 
relevant space and time scales for physics, chemistry, and biology are 
illustrated in Figures 1.1 and 1.2.

The size of entities can be conveniently grouped into six length ranges. 
Entities larger than ~10–4 m can be regarded to be on the macroscale. The 
mesoscale (10–6 to ~10–3 m) designates a size scale intermediate between the 
microscale and the macroscale, in which objects can usually be resolved by 
light microscopy. The microscale (~10–8 to 10–6 m) represents the size level 
typical of structures that can be made visible and examined by electron 
microscopy. Complex macromolecules and self-organized macromolecular 
structures can be found on the nanoscale (10–9 to ~10–7 m). Atoms and small 
molecules lie on the atomic scale (10–12 to 10–9 m). The subatomic scale
(< 10–12 m) includes the elementary particles in physics (i.e., those that are 
the basic constituents of matter and cannot be subdivided) and in chemistry 
(i.e., electrons and nuclei).

In terms of modelling, continuum descriptions are usually applied at the 
macroscopic level. Mesoscopic systems cannot be successfully described 
neither with atomistic models alone nor with continuum models alone. In 
contrast, full atomistic models are possible from the microscopic level 
downwards.
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The duration of physical and chemical events can be grouped into five 
significant periods of time. The realm of chemical kinetics (i.e., rates of 
reactions, long-lived intermediates) lies on a long-time scale (>10–6 s). Short-
lived intermediates and free radicals are typical of an intermediate-time scale
(10–9 to 10–6 s). Non-radiative photophysical processes (e.g. internal 
conversion, intersystem crossing) occur within the intermediate-time scale 
and the short-time scale (10–12 to 10–9 s), whereas the bond breaking/making 
dynamics arises on the ultrafast-time scale (10–15 to 10–12 s).6 The frontier in 
ultrafast spectroscopy is the motion of electrons bound inside the atom, in 
orbits close to the nucleus; this motion lies on the attosecond-time scale
(10–18 to 10–15 s).7,8

The overwhelming desire for manipulating, controlling, and observing 
atoms in motion opens up new fields in science and technology. 
Nanoscience deals with the observation and description of phenomena at the 
nanoscale, while nanotechnology is the popular term for the construction and 
utilization of functional structures with at least one characteristic dimension 
measured in nanometers.9 The resolution of the dynamics of atomic motion 
has brought forth a new branch termed femtoscience (e.g., femtophysics, 
femtochemistry, and femtobiology). Given that the speed of the atomic 
motion is ~1 km/s, the average time required to record atomic scale 
dynamics over a distance of 1 Å is ~100 fs.6 Furthermore, attoscience is at 
the cutting edge of femtoscience and aims at resolving the dynamics of the 
electronic motion. The time scale in attophysics is defined by the time it 
takes the electron in the innermost orbit of Bohr’s hydrogen atom to 
complete one turn around the proton nucleus. The period of this orbit is        
24  10–18 s or 24 attoseconds.7

The theoretical descriptions of the macro- and microworld must be 
complementary. On the one hand, as one zooms into the space scale, the 
continuous descriptions that work on the macroscale start failing on the 
mesoscale and break down on the nanoscale.10,11 At this level, atomistic 
descriptions are thus essential. The gaps in between the extremes of the size 
scale also pose logical gaps in the time scale. 

On the other hand, the complex appearance of a natural process is due to 
the fact that the observations are done on an extended time scale, during 
which many elementary steps in the process are integrated.6 These 
elementary steps usually occur on smaller size scales. The increase in 
resolution of the time scale enables us to observe the slow-motion picture of 
what actually happens within the microworld. 

These two problems reflect in the simulations. The more detailed the 
model is, the more the limitations occur in size and structural complexity of 
the model, as well as in computing time. 
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Figure 1.3. Multiscale hierarchy. 

1.2. Multiscale modelling 
A multiscale model is a composite mathematical model encompassing a 
wide range of length and time scales,12 i.e., it combines partial models that 
describe phenomena at different characteristic space and time scales (Figure 
1.3).13 Nowadays, linking up several space and time scales is absolutely 
required to solve many questions in science and technology. The relevant 
scales to solve a problem are usually unknown a priori and should be 
identified during the process of solution itself. Moreover, the simultaneous 
resolution of the problem at all scales is likely to be unattainable. Hence, 
scale separation should be carried out so that the problem gets decomposed 
into a hierarchy of manageable models. The crucial question is to identify 
the level of theory on the finer scale needed to complement an effective 
theory on the coarser scale.  

An ordinary strategy of multiscale modelling is to build a finite set of 
parameters for the theory holding on a coarser scale so that the parameters 
may condense and embody as much physical information as possible from a 
reduction of the many degrees of freedom of the model on a finer scale into 
fewer generalized degrees of freedom on a coarser scale. 

1.2.1. Levels of theory and simulation 
The level of theory and simulation required to explain or predict a 
phenomenon is decided by the particular features of the process of interest, 
the complexity of the system in which it takes place, and the accuracy 
pursued. At this point, one should take into account that an increase in 
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accuracy implies a surge in the computational cost of the simulation. 
Accordingly, time scale, space scale, and accuracy are the three dimensions 
involved in the multiscale hierarchy depicted in Figure 1.3.9

The behaviour of light entities––i.e., those in the subatomic, atomic, and 
nano- scales––is governed by the laws of quantum mechanics (QM). In 
particular, chemical reactions of atomic and molecular species are the most 
relevant events happening at this domain and gather together on the ultrafast-
time scale. Hence, the description of phenomena at this level on the space 
and time scales requires electronic structure theories (Chapter 2). The formal 
time scaling of simulations with electronic structure methods is at least 
proportional to 32 MM , being M the molecular size. The accurate 
description of the electronic structure with quantum chemical methods 
ranges from the order of 10 atoms (i.e., small molecules) with wave function 
methods to the order of 1000 atoms (i.e., in the unit cells of periodic 
systems) with density functional methods.14

As most problems in quantum chemistry can be solved approximately but 
not exactly, and as the size and complexity of systems increase on the 
nanoscale and the microscale, quantum chemical descriptions of the 
microworld become computationally prohibitive. Atomistic descriptions of 
the microscopic structure, in which whole atoms are represented explicitly, 
are an alternative to quantum and continuum structural pictures. Force field
(FF) methods, also known as molecular mechanics (MM), ignore the 
electronic motions and use the laws of classical Newtonian physics to 
describe the interactions within the system (bond stretching, bond angle 
bending, torsional distortions, electrostatic and Van der Waals interactions, 
etc.)

Force field methods enable us to study the classical dynamics of motion 
of atoms within a system using the Newton’s laws. The atomic positions can 
be followed over time by applying the Newton’s equations of motion in a 
simulation technique known as molecular dynamics (MD). Molecular 
dynamics is a deterministic method, since any state of the system in the past 
or in the future can be predicted from its current state. Macroscopic 
properties can be computed as time averages over the dynamic evolution.15

MD simulations have limitations on the time and space scales. As they are 
based on an atomistic model of the microscopic structure, atoms are bound 
to move in time and length scales of the order of 10–15 s (1 fs) and 10–10 m    
(1 Å).10 MD simulations are typically run for tens or hundreds of 
picoseconds (a 100-ps simulation using a 1-fs time step requires 100 000 
steps).15 Accordingly, atomic collective motions in a wide range of length 
and duration pose a challenge to MD simulations, since the system 
relaxation can be longer than the MD simulation time-scale. The case of 
protein folding is a typical instance of a process whose relaxation may go 
beyond the MD time scale, since it occur in a long-time scale (10–6 to 10–1 s) 
with a broad amplitude (10 to 100 Å).16
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The time scale of the atomic motion is of the order of femtoseconds, and 
this impose two fundamental limitations to atomistic MD simulations over 
the long periods of time required on the experimental time scales (from      
10–15 to 101 s and beyond). First, a numerical simulation uses finite time 
steps, and the step size is required to be small enough (of the order of the 
atomic motion) to keep the simulation stable. Second, simulating over long 
periods of time (microseconds and longer) relative to the short time scale of 
the atomic motion (femtoseconds) would require more than billion time 
steps.10,17 Spanning the space scale of atomistic MD simulations is a 
computational problem that can be solved with parallel computing. Yet 
spanning the time scale is more a physical than a computational problem, 
which cannot be solved even with completely efficient implementations on 
the world’s fastest parallel supercomputers.18

MD simulations connect successive configurations of the system in 
time.15 The time-scale problem is partly overcome by Monte Carlo (MC) 
simulations. The MC method refers to any stochastic technique that involves 
random sampling for the mathematical simulation of a physical system. It is 
a statistical method for solving deterministic or probabilistic problems. MC 
methods generate configurations randomly, which allow for transitions 
between configurations that would be possible in MD only by 
extraordinarily long time trajectories.18 MC is a stochastic method to explore 
the phase space. In molecular modelling, it is usually implemented with the 
Metropolis procedure so as to ensure that the configurations in the ensemble 
obey a Boltzman distribution. Kinetic Monte Carlo (KMC) is an alternative 
approach to circumvent the atomic time-scale problem. The KMC method is 
used for simulations of slow thermally-activated processes, e.g., atomic 
diffusion in solids. In a KMC simulation the system evolves from one 
configuration to another neglecting the thermal motion of atoms but moving 
atoms with rates defined by the activation barriers. The main drawback of 
the KMC method is that the activation barriers must be supplied as input 
parameters, and in turn, as the complexity of the process increases, the 
accuracy may decrease if information about some steps, e.g., activation 
barriers, is incorrect or missing.10

Last of all, computer simulation methods (i.e., MD and MC) tend to 
sample the region of the phase space close to the starting condition.14 Even 
though computing power has been rapidly increasing, brute force 
simulations using atomistic modelling methods cannot describe systems 
much larger than 1 µm (billions of atoms) or longer than 1 ms (billions of 
femtosecond time steps).10

At the mesoscopic level, the problems grow more complex and 
computationally expensive to use atomistic simulations, and at the same 
time, they become too small for macroscopic continuum simulations. 
Problems in this realm are plastic deformations in solids,10,11 diffusion of 
polymers in liquids and interfaces (polymer welding),13 liquid crystalline 
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polymers,13 composite materials, etc. Mesoscopic simulation methods are 
currently under development to bridge the gap between the extremes of the 
size scale. Computational mesomechanics include Monte Carlo (MC), 
dislocation dynamics (DD), and statistical mechanics (SM) techniques.10,11

At the macroscopic level, the finite-element method (FEM) is a broadly 
used computational technique for the continuum description of materials. 
The macroscopic object is broken down into finite elements, i.e., into 
simpler, disjoint components––like Lego pieces. Each element is specified 
by its nodes and is assigned a behaviour identified by physical quantities. 
The mathematical model for the whole system describes the behaviour of the 
individual elements plus their interaction. 

1.2.2. Multiscale integration 
The integration of different levels in a multiscale model structure can be 
suitably classified into serial, simultaneous, hierarchical, parallel, and 
multidomain.12 As the boundaries between the approaches to integration may 
be diffuse, the combination of several approaches can be used for solving a 
single multiscale problem. Serial and hierarchical integrations seem so far to 
be thriving in the realm of molecular modelling.

In the serial integration approach, the solutions of the problem on 
different scales are decoupled; accordingly, part of the simulation outcome 
on a lower level of organization can be recast into income parameters for 
simulations on a higher level of organization. For instance, MD (atomistic 
description) can be used to calculate diffusion coefficients that are 
parameters of the parabolic partial differential equations of diffusion 
(continuum description). 

In the hierarchical integration approach, the microscale model is 
embedded in the macroscale model, and hence, the theories and the solutions 
on different scales are coupled. In this class we can find some QM/MM 
methods and ab initio MD. Even in formal quantum chemistry, certain parts 
of the system may be treated fully quantum mechanically, e.g., the electron 
motion; other parts can be approximated semiclassically, e.g., the nuclear 
motion; and the surrounding environment can be described using a 
macroscopic theory, e.g., the continuum dielectric theory. 

Among the QM/MM techniques, the ONIOM method (Morokuma and 
collaborators’ own n-layered integrated molecular orbital + molecular 
mechanics method) is a multilayer approach to describe a molecular system 
by simultaneously using different levels of theory, which include quantum 
mechanical descriptions, classical mechanics, and continuum representations 
of the solvent.19 Each level describes a particular region within the molecular 
system, and all must be properly coupled to reflect the interactions among 
the subsystems. In the case of ab initio MD, the potential energy surface is 
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computed by means of a quantum description, whereas the motion of atoms 
on that surface is treated classically.20,21

In summary, a multiscale model should ideally follow some basic 
principles: 10,12,22

1. Hierarchy in space and time scales: Variables defining the state of 
the system at each level should be identified to make a rigorous 
reduction of degrees of freedom from the finer level to the coarser 
following level of the space and time scales. 

2. Compatibility of the theories verifying at each level: Physical 
theories describing the behaviour of the system at each level 
should be hierarchically compatible in the length and time scales. 
Coupling of the physical laws of the finer descriptions with those 
of the coarser ones provides the means of determining the 
parameters essential for the description of the latter. This 
modelling procedure acts as a filter removing the complexity of 
smaller scales and restricting attention to the processes directly 
relevant to the scale of interest. 

3. Self-consistency within the multiscale model: The accuracy of 
predictions with the laws verifying at a given level should show 
reasonable agreement with the predictions done with the laws of 
the preceding level in the space and time scales. 

4. Consistency with the experimental data: A multiscale model 
should provide data that is consistent with the experimental data at 
every level of the space and time scales. 

1.2.3. Pitfalls in handling complexity 
Complexity is a term difficult to define, and thus, to quantify and measure. 
Complex qualifies the way in which the whole is different from its 
constituent parts. In natural sciences, complex phenomena can be 
approached from two opposed methodological points of view: holism and 
reductionism. Methodological holism seeks to understand a certain kind of 
complex systems at the level of principles governing the behaviour of the 
whole system, and not at the level of the structure and behaviour of its 
component parts. In contrast, methodological reductionism seeks to 
understand a complex system at the level of the structure and behaviour of 
its component parts.23 In practice, some systems have qualitatively new, 
holistic, emergent properties arising from the strong and lasting interaction 
of their parts, whereas other systems have properties arising from the parts as 
adding up to the whole, usually when the components are weakly interacting. 

Multiscale modelling is a reductionist approach to analyze the levels of 
organization that emerge in complex systems, and hence, it is debatable its 
application to predictions about emerging properties originating on a coarser 
scale from the underlying finer scales. In the case of emergent phenomena, 
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multiscale modelling can be a good approach for explaining but not for 
predicting. Conversely, in some cooperative phenomena and in those 
processes occurring within systems consisting of weakly-interacting 
subsystems, it is effective and accurate to reduce the large number of degrees 
of freedom on a finer scale into a minimum number of degrees of freedom 
on a coarser scale. This is, for instance, what is done with statistical 
mechanics: the collective behaviour of a huge number of atoms and 
molecules of infinite degrees of freedom can be described by simple scaling 
laws. These laws are obtained by averaging techniques, and the relevant 
information contained in the statistical mechanical equations represents 
some average behaviour of many basic entities.10

According to the principle of causality, effect cannot precede cause; 
nevertheless, we find two basic forms of simultaneous causality: upward 
causation and downward causation.24 Upward causation means that entities 
acting at a lower level of organization simultaneously bring about effects on 
the entities at a higher level of organization. It accounts for the fact that the 
same physical interactions among the huge variety and number of simpler 
building blocks determine the formation of qualitatively different and more 
complex assembled entities. Downward causation is the reverse, i.e., entities 
acting at a higher level of organization simultaneously bring about effects on 
the entities in a lower level of organization. This type explains the selectivity 
and specificity for the building blocks in the process of assembling complex 
entities.

In natural phenomena, we find both forms of causality, which should also 
be reflected in the models, theories, and simulations of our reality. Causation 
from bottom to top in a multiscale problem indicates that phenomena on a 
finer scale, to some extent, enable and account for new phenomena on 
subsequent coarser scales. Nonetheless, we also find causation from top to 
bottom, i.e., different new properties emerging at the top level determine 
which building blocks and which interactions among them are compatible 
with the complex superstructure. This sort of selectivity at the top level does 
not interfere with or constrain the laws at the bottom level, but it introduces 
new causal interactions in the complexity of natural phenomena. 

In line with the views of the Aristotelian causality and the Cartesian 
reductionism, a unidirectional bottom-up conception of causality has 
reinforced radical reductionism as one solution to the problem of the 
relationship between different sciences. According to this point of view, 
biology could be reduced to chemistry, supposing that no distinctive 
biological facts exist, and chemistry to physics, supposing that no distinctive 
chemical facts exist. This has lead to the logical positivist version of 
reductionism, the doctrine of unity of science, which claims that particular 
sciences, e.g., biology and chemistry, can eventually be reduced to one 
embracing science, usually thought of as physics. The physicalist ideology 
regards the real world as nothing more than the physical world. The doctrine 
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may, but need not, include the view that everything that can truly be said in 
the language of physics, i.e., the laws of those sciences lower in hierarchy 
should be explained by those of the more basic science. Accordingly, the 
theoretical entities of biology and chemistry could be redefined in terms of 
physical observables constituting the common basis of all scientific laws. 
Even though the question of the reducibility of one science to another may 
be controversial, the top-down forms of causality reflected in the emergent 
phenomena have to be always taken into account properly for a correct 
theoretical description of complexity at or within any level of the hierarchy 
of sciences.25,26

Multiscale modelling faces several challenges that will not be sorted out 
with improvement in computer hardware and architecture alone. From the 
physical point of view, the accurate theoretical description of emergent 
properties and the interactions among different space and time scales. From 
the computational point of view, the development of efficient algorithms 
enabling us to use multiple resolutions in both space and time, as well as 
allowing the extension of simulations to larger spatial and temporal scales. 
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2. Molecular Electronic Structure Theory 

The electronic structure theories can be grouped into two complementary 
approaches: wave function theory (WFT) and density functional theory
(DFT), according to the function chosen to represent the electron distribution 
in space for an atomic or molecular system composed of M atoms. 

WFT methods are applicable to small molecules, with M of the order of 
tens of atoms, i.e., M ~ 10, and the theory gives a detailed insight into the 
nature of the electron correlation. On the contrary, DFT supplies little 
information about the nature of electron correlation, but the methods can be 
applied to larger systems. For polyatomic molecules, the upper bound is M
of the order of one to two hundred atoms, i.e., 200100~M . For periodic 
structures (solids), the upper bound is M of the order of thousands of atoms, 
i.e., M ~ 103.27,28,40

In regard to the computational cost, the computing time ( cpt ) in DFT 
grows with the number of atoms M as Mt ~cp . KS-DFT methods formally 
scale as the forth power of the molecular size, but currently show 32
with ongoing efforts to make the computer time grow only linearly in M, i.e., 

1 , usually referred to as )(MO  or linearly-scaling methods. WFT are 
computationally more expensive: HF (KS-DFT may be viewed essentially 
identically), MP2, CCSD, and CCSD(T) for a given size basis set show 
computational requirements scaling as 4M , 5M , 6M , 7M , respectively. 
FCI, regarded as “exact” for a given basis set, shows computing time 
growing as )exp(~cp Mt  with 1.40,27,28 

This chapter provides a comprehensive overview of the molecular 
problem, i.e., the simultaneous motion of electrons and nuclei in a molecular 
system. The starting point is the separation of the nuclear and electronic 
motions. Second, the nuclear motion is addressed by means of a 
semiclassical approach to describe the molecular vibrations. Third, a 
summary of the electron correlations are outlined to tackle the problem of 
the electronic motion by way of WFT and DFT. 
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2.1. The molecular problem 
The puzzle of describing the simultaneous motion of nuclei and electrons 

in a molecule could be formulated as the molecular problem. The molecule 
can be pictured as a system consisting of N electrons and M nuclei, specified 
by their position vectors, collectively denoted as }{ ir  and }{ AR .

The Born–Oppenheimer approximation separates motions from two 
different time scales: the (slow) nuclear motion in the femtosecond domain 
from the (fast) electronic motion in the attosecond domain; therefore, one 
can regard the electrons in a molecule moving in the field of fixed nuclei. In 
this approximation, the full hamiltonian Ĥ for the system of N
nonrelativistic interacting electrons and M nuclei consists of the kinetic 
energy of the nuclei n̂T  and the electronic hamiltonian elĤ . The electronic 
hamiltonian contains the kinetic energy of the electrons êT , the Coulomb 
attraction between electrons and nuclei neV̂ , the electrostatic repulsion 
between electrons eeV̂ , and the repulsion between nuclei nnV̂ :

})};{({ˆ})({ˆˆ
eln AiA HTH RrR ,                                                          (2.1) 

})({ˆ})({ˆ})};{({ˆ})({ˆ})};{({ˆ
nneeneeel AiAiiAi VVVTH RrRrrRr ;    (2.2) 

elĤ  depends explicitly on the electronic coordinates and parametrically on 
the nuclear coordinates. As electrons move much faster than nuclei, the 
average value of elĤ  over the electronic coordinates can be split into the 
contributions of the electronic energy elE  for the motion of electrons in the 
field of M point charges and the nuclear repulsion energy nnV :

})({})({})({})};{({ˆ})({ nneleltot AAAAiA VVEHE RRRRrR .   (2.3) 

In the Born–Oppenheimer approximation, the potential energy surface
(PES) is the total energy of the system as a function of the coordinates of the 
nuclei, })({tot AE R . The total energy constitutes an effective potential 

})({ AV R  for the nuclear motion.29 As a result, the motion of nuclei on the 
PES defines the possible chemical reactions, the molecular vibrations, etc. 
For a nonlinear molecule consisting of M atoms, the PES depends on 

63M  independent coordinates, and depicts how the potential energy (PE) 
changes as relative coordinates of the atomic nuclei involved in the chemical 
reaction are varied. An analytic function })({ AV R  that represents a PES is 
called potential energy function. The points of chemical interest in a PES are 
the stationary points. The saddle points define transition states and the 
minima define equilibrium geometries.30,31
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2.1.1. The problem of nuclear motion 
Once solved the electronic problem, the nuclear problem can be solved 
under the same assumptions. One should take into account that the complete 
specification of the molecular system in space requires 3M Cartesian 
coordinates, and hence, the molecule has 3M degrees of freedom. Out of 
these 3M coordinates, three can be used to specify the center of mass of the 
molecule. Motion along these three coordinates corresponds to translational 
motion of the center of mass, and so these three coordinates are called 
translational degrees of freedom. Moreover, two/three coordinates are 
required to specify the orientation of a linear/nonlinear molecule about its 
center of mass. Since motion along these coordinates corresponds to 
rotational motion, it is said that a linear/nonlinear molecule has two/three 
degrees of rotational freedom. The remaining coordinates ( 53M  for a 
linear molecule and 63M  for a nonlinear molecule) specify the relative 
positions of the M nuclei. The motion along these coordinates correspond to 
vibrational motion, and hence, a linear molecule has 53M vibrational
degrees of freedom, while a nonlinear molecule has 63M .32 Taking into 
account this separation of variables, the full hamiltonian Ĥ can be recast 
into the contributions of the translational, trĤ , rotational, rotĤ , vibrational, 

vibĤ , and electronic, eĤ , motions: 

erotvibtr
ˆˆˆˆˆ HHHHH .                                                                   (2.4) 

At absolute zero temperature, only vibrational and electronic motions are 
permitted. Provided the Born–Oppenheimer approximation holds, vibrations 
can be described by the nuclear Hamiltonian nuĤ for the motion of nuclei in 
the average field of electrons:   

})({})({ˆˆ
nnu AA VTH RR .                       (2.5) 

The vibrational hamiltonian vibĤ  is constructed by assuming that the 
total energy })({ AV R  can be approximated by a second-order Taylor 
expansion around the stationary geometry }{ 0AR ; therefore, the first 
derivative terms are zero. })({ 0AV R  is an arbitrary potential energy, and 
hence, its value can be conveniently shifted to zero. The problem is then 
simplified with the introduction of the mass-weighted coordinates }{ Aq
( AAA m Rq 21 , where A runs from 1 to M, and Am  is the Ath atomic mass). 
There exist linear combinations }{ AQ  of the mass-weighted coordinates 

}{ Aq  in which vibĤ  has a separable form. The linear combinations }{ AQ
that achieve this separation of modes of vibration are called normal 
coordinates. The vibrational motions that correspond to displacements along 
these normal coordinates are called the normal modes of vibration.33
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The normal modes of vibration display the following properties: (i) the 
normal coordinates form an orthogonal basis, and in turn, they represent 
linearly independent motions of the nuclei about the molecular center of 
mass––i.e., normal modes do not interact; (ii) the molecular center of mass 
remains motionless; (iii) the normal modes represent concerted motions of 
atoms in phase––i.e., at the same time, all atoms go past their equilibrium 
positions or reach the turning points of motion; (iv) the vibrational motion of 
polyatomic molecules can be pictured as the motion of vibn  independent and 
generalized harmonic oscillators of unit reduced mass and force constants i

with energies iE ,

,...2,1,0)( 21
2
1

jjjjjj vvE ,                                (2.6) 

where vibn  is the number of vibrational degrees of freedom, jv  is the 
vibrational quantum number, and j  is the vibrational angular frequency 
( jj 2 ) of the jth normal mode.14,29,32,33

The vibrational energy vibE  of a polyatomic molecule in the harmonic 
approximation is 

vib

1
2
1

vib )(
n

j
jjvE .                        (2.7) 

A general vibrational state is 
vib

..., 21 nvvv , with 1v , 1v , …, 
vibnv , the 

vibrational quantum numbers of the modes 1, 2, …, vibn . The energy of the 
vibrational ground state 

vib
0...0,0 21 n  is not zero, as the lowest classical 

energy is. Owing to the quantum mechanical behaviour, the energy of the 
lowest level is the zero-point energy, ZPE ,33

vibvib

1
2
1

1
2
1

ZP

n

j
j

n

j
j hE .                        (2.8) 

Since the molecular energy––neglecting rigid translations and rotations––is 
ZPtot EE  in the Born–Oppenheimer approximation, it follows that the 

absolute molar internal energy at zero absolute temperature, 0KE , is 

ZPtot0K EEE .                        (2.9) 

2.2. Electron correlations 
Electron correlation refers to the adjustment of electron motion to the 
instantaneous––instead of spatial averaged––positions of all the electrons in 
a many-electron system. It expresses the tendency of electrons to correlate 
their motions in order to keep as far apart as possible because of the 
restrictions set by the Pauli exclusion principle (exchange correlation) and 
because of the electrostatic repulsions (Coulomb correlation).34
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 Electrons with parallel spins must keep a certain separation 
because they cannot occupy the same space volume (antisymmetry 
principle for fermions).  

 Electrons with anti-parallel spins must keep apart in order to lower 
their Coulomb repulsion––however,  can be arbitrarily close in 
HF).

Accordingly, a many-electron system is stabilized:  

 By moving parallel spin electrons apart to lower the exchange
energy XE .

 By moving anti-parallel spin electrons apart to lower the 
correlation energy CE .

Hartree–Fock (HF) theory treats interacting electrons as being 
independent particles within a self-consistent field (SCF). The SCF is the 
interaction field an electron experiences when we take spatial average over 
the positions of all other electrons.35 The HF-SCF method recovers ~99% of 
the total energy of a molecule but the theory neglects the instantaneous 
interactions (correlations) between electrons.36 The electron correlation 
energy CE is defined as the difference of the exact nonrelativistic energy and 
the HF total energy of the system:37

HF
tot

Exact
totC EEE .                       (2.10) 

The absolute magnitude of the correlation energy per electron pair is about 
10–25 kcal/mol, and thus, is in a sensitive range for the accurate quantitative 
description of the bond-breaking/forming energetics.28

As an electron move, it tries to avoid the repulsive interaction from other 
electrons by creating a void around into which other electrons cannot 
penetrate, owing to the Pauli exclusion principle and the Coulomb repulsion. 
The void is called the exchange–correlation hole and gives rise to the 
exchange–correlation energy XCE . The hole is assumed to be positively 
charged and to have a radius corresponding to exactly one electron being 
excluded. The electron and its exchange–correlation hole form a 
quasiparticle whose charge is zero.38

Electron correlation can be divided into two main types whose most 
important features are outlined below:14,35,36,39
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(i) Long-range or non-dynamic or static or “left–right” correlation: 

Arises from large separation of electrons in a pair. 
Associated with the interaction of electrons at long distance, and 
hence, it accounts for a correct molecular dissociation (distribution 
of electrons on atoms at infinite distance). 
Non-local: multicentered, present in molecules, not in atoms. 
Long-range correlation makes HF strongly disfavour bond breaking 
and favour overbinding (bond lengths too short, frequencies too 
large).
Multireference wave function usually mandatory to correct for long-
range correlation. Static correlation accounts for the resonance 
stabilization of wave functions owing to favourable interactions 
between different electronic configurations. 
Included in UHF, MC-SCF, CAS-SCF, GVB, CC, FCI. 

(ii) Short-range or dynamic or “in–out” correlation: 

Arises from short separation of electrons in a pair. 
Associated with the absence of interelectronic cusp in HF (i.e., 
electrons with anti-parallel spins can be arbitrarily near in HF), and 
hence, anti-parallel electrons  tend to be closer than they should 
be in reality. 
Local: monocentered, identifiable in atoms, not in molecules. 
Short-range correlation makes HF overestimate bond lengths (longer 
bonds) and underestimate binding. 
Single-reference wave functions correctly represent the electronic 
state of the system. 
Included in RHF, DFT, CC, FCI. 

2.3. Electronic structure theories 
Electronic structure theories aim at solving the electronic problem, i.e., 

the question of describing the motion of interacting electrons in the field of 
fixed nuclear point charges. The electronic hamiltonian elĤ  [Eq. (1.2)] 
describes this problem, and it can be tackled from two complementary 
approaches: WFT and DFT. 

The electronic structure of the system consisting of N electrons and M
nuclei can be represented by the wave function ),...,( 1 Nrr , in WFT, or by 
the electron density )(rn , in DFT. The wave function belongs to the complex 
3N-dimensional space, depends on the physical representation, and is a non-
visualizable concept, it does not represent any observable. On the contrary, 
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the electron density belongs to the real three-dimensional space, is 
independent of the physical representation, and is a visualizable concept.40

The most important property of an electronic ground state is its energy. 
WFT and DFT can estimate it by means of variational principles. Variational 
ground-state energies computed at any level give upper bounds to the exact 
energy Exact

0E .
WFT follows the Rayleigh–Ritz minimal principle:29,40 given a normalized 

trial (approximate) wave function ~  depending on certain parameters, the 
best approximation to the ground-state energy 0E of a hamiltonian Ĥ  is the 
expectation value 

Exact
0~10

WFT
0

~ˆ~min)...( EHEE Nrr .                    (2.11) 

DFT follows the Hohenberg–Kohn minimal principle:40,41 given a trial 
(approximate) electron density n~  depending on certain parameters, the best 
approximation to the ground-state energy as a functional of the density of 
interacting electrons in some external potential )(rv  (e.g., that created by the 
fixed positions of the nuclei, neV ) is 

Exact
0~0

DFT
0 )();(~min)();( EvnEvnEE rrrr .                     (2.12) 

In the Born–Oppenheimer approximation, the ground-state energy functional 
depends explicitly on n~  and parametrically on )(rv . The trial electron 
density n~  should be positive-definite and contain N electrons in that region 
of the space: 

0)(~ rn , Ndn rr 3)(~ .                    (2.13) 

2.3.1. Wave function theory 
WFT methods can be classified into single- or multi-configuration
formalisms whether the electronic wave function is represented by a single 
Slater determinant or by a linear combination of Slater determinants. Single 
Slater determinants can describe the electronic state near equilibrium 
geometries in the PES. However, more than one Slater determinant is 
necessary to describe the electronic state of compounds containing 
multivalent elements and the electronic state specifying the dissociation 
fragments of a molecule. The reminder of this section addresses single-
configuration approaches. 

In WFT, the exact electronic energy [from Eq. (1.2)] should contain the 
contributions of the kinetic energy KE of the interacting electrons, the 
classical Coulomb electron nuclear attraction neE , and the electron–electron 
repulsion energy eeE :
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eeneK
WFT
el EEEE .                      (2.14) 

As WFT are referred to HF theory, the term eeE  consists of the contributions 
of the Coulomb, exchange, and electron correlation energies.14

2.3.1.1. Hartree–Fock theory 
The simplest form of the trial many-electron wave function obeying the 
Pauli exclusion principle is the antisymmetrized product of one-electron spin 
functions (spin orbitals i ), i.e., a Slater determinant N...1 . As a 
result of applying the variational principle [Eq. (1.11)], one can derive the 
Hartree Fock (HF) equations, which determine the optimal spin orbitals by 
minimizing the value of the total energy with respect to the choice of spin 
orbitals.29,42

The HF method is a mean field approach applied to the many-electron 
problem, and thus, the HF solution is called the self-consistent field (SCF). 
The SCF averages out the instantaneous electron correlations; consequently, 
electrons approach each other more than they should, making the HF wave 
function become “too ionic” in character.28

The HF equations can be recast into a problem of linear algebra by 
expanding the unknown molecular orbital functions in terms of a fixed and 
finite set of functions. These functions are usually called the atomic orbital 
basis, because they are atom-centered and resemble solutions to the HF 
problem for the constituent atoms of a molecule.28

In principle, the main sources of error in an ab initio electronic structure 
calculation are, first, the approximate––instead of the exact––solution of the 
electronic Schrödinger equation, and second, the use of an incomplete set of 
expansion functions for the molecular orbitals.28

2.3.1.2. Many-body perturbation theory 
Møller Plesset many-body perturbation theory is a standard formulation of 
Rayleigh Schrödinger perturbation theory using the Fock operator as the 
zeroth-order Hamiltonian and a Slater determinant of spin orbitals as the 
zeroth-order wave function. The total electronic energy is given by the sum: 

...... )()4()3()2()1()0(MP
el

nn EEEEEEE                     (2.15) 

The zeroth-order energy is the sum of the eigenvalues of the occupied 
spin orbitals, and the sum of the zeroth- and first-order energies is the HF 
energy. The sum of the remaining terms in the series is the correlation 
energy.43 MPn energies neither give an upper nor a lower bound to the exact 
energy, because the formalism is not variational. They could even be lower 
than the exact energy, but the underestimation of the correlation energy 
usually avoids it, owing to the basis set truncation.  
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MP2 is the simplest method to treat electron correlation within WFT. 
Only single and double excitations contribute to the different correlation 
terms arising from the interaction of the excited-state wave functions with 
the HF wave function, because the hamiltonian contains one- and two-
electron terms only. The self-consistent optimization of the HF wave 
function prevents its mixing with the single-excitation wave functions. 
Accordingly, second- and third-order energies have contributions from 
double excitations only. In higher orders, there is an indirect coupling 
through double excitations, and thus, the fourth- and fifth-order energies 
contain contributions from single, double, triple, and quadruple excitations.36

The second-order energy (MP2) is always negative and recovers ~80% of 
the correlation energy, while the forth-order energy (MP4) may recover up 
to ~95% of the correlation energy with large basis sets.28

2.3.2. Density functional theory 
DFT is based on two fundamental theorems. The basic Hohenberg Kohn
theorem ensures the existence of the exact ground state energy of a 
molecular system as a functional only of the electron density and the fixed 
positions of the nuclei. Accordingly, for a given nuclear distribution, the 
electron density uniquely determines the energy and all properties of the 
ground state, including the electronic hamiltonian and its ground state wave 
function. Yet the theorem does not state the explicit formula for this 
functional dependence of the energy on the electron density. The second 
Hohenberg Kohn theorem, in turn, ensures that the exact electron density 
function is the one that minimizes the energy, in that way giving a 
variational principle to find the density [Eq. (1.12)].28,40,41

 Kohn–Sham (KS) theory proves that the electronic energy DFT
elE for a 

system of N interacting electrons with a hamiltonian elĤ  [Eq. (1.2)] can be 
written as the contributions of the kinetic energy SEK of the ground state of 
non-interacting electrons with density distribution )(rn , the classical 
Coulomb electron nuclear attraction neE , the classical Coulomb electron–
electron repulsion J, and a non-classical term accounting for correlation and 
exchange effects included in the exchange correlation (XC) energy XCE :

nEnJnEnEnE S XCneK
DFT
el .                     (2.16) 

As WFT and DFT are complementary formalisms, by equating the exact 
WFT and DFT energies [Eqs. (1.14) and (1.16)] a “definition” of XCE  can be 
written as:

JEEEnE S eeKKXC .                     (2.17) 
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The first term in parentheses is the kinetic correlation energy including 
many-body effects. The second term in parentheses contains exchange and 
potential correlation energies.14

DFT is a mathematical framework for viewing electronic structure from 
the perspective of the electron density.40 Physical models and 
approximations of the electronic structure should come from outside         
KS-DFT to formulate XCE  and to enable concrete applications.  

In the local-density approximation of DFT,41,44 the exchange correlation 
energy of an inhomogeneous system, such as an atom or a molecule, is 
estimated by an integral whose integrand samples the local density )(rn  at 
each integration point r:

rrr 3
XC

LDA
XC )()( dnnE .                     (2.18) 

In the generalized gradient approximation (GGA) of DFT,41,44 the 
exchange correlation energy of the inhomogeneous system is estimated by 
an integral whose integrand (1)

XC  depends on the density and its gradient: 

rrr 3(1)
XC

GGA
XC )(),( dnnE .                     (2.19) 

Becke successfully introduced semiempirical fitting parameters in the 
GGA based on the atomization energies of a standard set of molecules. In a 
subsequent approach founded on the adiabatic connection formalism, Becke 
further introduced a hybrid method, with an exchange correlation
expression that contains a parameter a0 to include non-locality in the real 
exchange correlation hole:28,40,41

DFT
X

Exact
X0

DFT
XC

Hyb
XC EEaEE  .                     (2.20) 

This was shortly thereafter combined with the LYP correlation functional 
to yield the hybrid B3LYP functional. Hybrid approximations reduce 
average bond energy errors from about 6 kcal/mol for pure GGA's to roughly 
2 kcal/mol. Reaction barrier heights are also improved by exact exchange 
mixing.27 For these reasons, DFT qualifies as a powerful and efficient 
approach to solve problems in electronic structure theory, with accuracy 
comparable to the MP2 method and lower basis set requirements. 
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2.4. Electronic structure and environment interaction

The energy exchange of molecules with their surroundings modifies their 
electronic structures. In particular, this section addresses two types of 
interactions: those with the bulk solvent and those with certain 
electromagnetic waves. 

2.4.1. Continuum solvation theory 
Polarizable continuum solvation models (e.g., Tomasi’s Polarized 
Continuum Model (PCM) and the Solvation Model (SMx) of Cramer and 
Truhlar) provide rather accurate values of the bulk Gibbs energy of 
solvation sG  and a good physical description of the components involved 
in the bulk solvation process, as reviewed elsewhere.45,46,47 In the models, the 
Gibbs energy of solvation sG can be split up into three main contributions: 

cavG , relating to the creation of an empty cavity in a dielectric medium 
where the solute molecule is placed; elG , describing the interaction of the 
solute charge distribution within the cavity with the continuum medium of 
dielectric constant ; and vdWG , describing the solute–solvent van der 
Waals interactions: 

vdWelcavs GGGG .                     (2.21) 

The electrostatic component elG  directly depends on the solvent inner 
potential. For a given charge distribution of the solute inside a cavity, the 
solvent inner potential consists of the electrostatic potential in the vacuum 
inside the cavity and the electrostatic potential generated by the solvent 
charge distribution outside. In the polarizable models, the electric field 
exerted on the solute by the solvent it has polarized is called reaction field.
This electric field modifies the electronic structure of the solute, which 
brings about a subsequent change in polarization of the solvent. Iterating to 
self-consistency is called the self-consistent reaction field (SCRF) method.48

2.4.2. Molecular electric response theory 
An absorption electronic spectrum is a record of spectral intensity as a 
function of frequency ( ) of the radiation absorbed by molecules. The 
frequency assigned to a band is related to the electron excitation energy 
following the law of conservation of energy in a quantum transition (Fermi’s 
golden rule). In the dipole approximation, the spatial variation of the 
radiation field across the quantum system can be neglected, because the 
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radiation wavelength  is large compared with the size a of the system 
( a ). Assuming this approximation, the electronic transition takes place 
provided the spectrum of the incident electromagnetic radiation contains 
frequencies satisfying the Bohr frequency condition ( hif ). For such 
resonant transitions, the intensity of a band is directly proportional to the 
transition dipole moment.33,49

2.4.2.1. Static molecular response to an electric field 
Neighboring molecules or an external apparatus can create an electrostatic 
field around a molecule. The simplest perturbation can be generated, for 
instance, with a uniform electrostatic field applied in an arbitrary direction, 
say, the z-direction; ),0,0( zFF , where zF  is the field strength. The total 
electronic energy may be expanded in the field F as follows:50

)()( 3T
2
1

0
T

0tot FFFµFF OEE ,                     (2.22) 

where
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The permanent molecular dipole moment 0µ  and the dipole-polarizability 
tensor  at zero-field describe the response of the molecular system to the 
external electric perturbation F. Expanding the energy to higher orders in the 
field F, we obtain molecular hyperpolarizability tensors of different orders 
(e.g., the first-order hyperpolarizability and so on), needed for an accurate 
description of the system in strong fields. 

Assuming that the molecular charge distribution is fixed, the only 
influence of the external field F is a change in the total energy. If the charge 
distribution is not fixed, it gets polarized in the presence of the external field 
F, thereby reorganizing and relaxing itself so as to minimize the energy. The 
dipole moment of the molecular charge distribution µ  changes; a field-
dependent dipole moment arises indµ , induced by the external field, in 
addition to the permanent field-independent dipole moment 0µ :
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FFFFµ
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d

dE
.                    (2.23) 
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2.2.4.2. Dynamic molecular response to an electric field 

The interaction of the molecule with light can be modelled as the interaction 
with an electric field varying sinusoidally in time. If the molecule is subject 
to a time-dependent electric field strength, ))(,0,0()( tFt zF ––e.g., 

tFtFz cos)()( ––the dipole moment of the molecular charge 
distribution µ , transformed to the frequency domain ( 2 ), is 

...)()()()( 0ind0 Fµµµµ ,                    (2.24) 

where the frequency-dependent )(  is the dynamic dipole-polarizability.
Applying perturbation theory, it can be shown that the mean dynamic 
polarizability )(  is 

I I

If
223

1 )(tr)( ,                     (2.25) 

with vertical excitation energies (I 0) from the ground state to the excited 
state I : 

0EEII .                      (2.26) 

The electronic excitations can be described as quantized oscillators and 
the corresponding transition probabilities as oscillator strengths. The poles of 

)(  occur at the excitation energies with oscillator strengths defined as 

2

003
2 ˆ IIIf µ .                      (2.27) 

The oscillator strengths depend on the excitation energies and the square of 
the transition dipole moments I00 µ̂ . Oscillator strengths and 
experimentally measurable molar extinction coefficients  (M–1cm–1) of the 
absorption bands are related by the expression 
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I df ,

(2.28)

where 0n  is the refractive index of the medium,  the wavenumber in cm–1,
 the bandwidth, and max  the maximum value of the molar extinction 

coefficient for that absorption band.51
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2.4.2.3. Time-dependent density functional response theory (TD-DFT) 

TD-DFT is applied to the calculation of dynamic polarizabilities, 
hyperpolarizabilities, and electronic excitation spectra. The classic 
formulation of KS-DFT is restricted to the time-independent case. The 
formalism of TD-DFT generalizes KS theory to include the case of a time-
dependent, local external potential. A practical computational formulation of 
TD-DFT can be developed using time-dependent linear response theory.52

The interaction of a harmonically time-dependent electric field with a 
molecule brings about electronic excitations that can be associated with spin-
orbital permutations in the KS ground-state wave function N...1

KS
0 .

These permutations form a point group of symmetry isomorphic with that of 
the molecular orbital rotations. The permutations are given by a unitary 
transformation U (i.e., 1UU ), which can be written as an exponential 
transformation of molecular orbitals by the response matrix P. The response 
matrix is anti-hermitian (i.e., PP ) and contains the orbital rotation 
parameters. Using the exponential ansatz,53 the time-dependent perturbed KS 
wave function can then be written as 

KS
0

KS )exp(P .                      (2.29) 

The interaction with a time-dependent electric field can be expressed as a 
first-order external perturbation to the total energy for small values of the 
electric field strength of the electromagnetic wave. We can write the         
KS-hamiltonian as VHH ˆˆˆ KS

0
KS  and the total energy of the perturbed 

molecular system as 

KS
0

KSKS
0

DFT
tot )exp(ˆ)exp( PP HE .                     (2.30) 

Using the Hausdorff commutator expansion, the KS-DFT total energy turns 
out to be Eq. (2.31), which can further be recast into the matrix form54 of    
Eq. (2.32): 
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In these equations, the first term is the KS-DFT ground-state energy. The 
second term contains the trace of V̂ , and the third term, which is related to 
the dynamic dipole-polarizability, consists of contributions of the non-
diagonal elements of V̂ . The forth term contains the frequency-dependent 
stability matrices )(A  and )(B , whose elements consist of the applied 
potential in the basis of the perturbed KS molecular orbitals. The optimal 
response matrix P makes the total energy stationary, and the excitation 
energies are the poles of )( :

0
P
P

AB
BA

V
V

P 1

DFT
tot

d
dE ,

P
P

V
V

.           (2.33) 

In the dipole approximation, the electric field depends only on time, since 
the spatial variation of the field across the quantum system can be neglected. 
The subsequent approximations deal with this explicit dependence of the 
perturbation on time.52,55,56,57,58,59,60,61 The interaction is usually represented 
by a sinusoidally varying time-dependent potential referred to as a harmonic 
perturbation, i.e., )exp()()exp()()( tiVtiVtV .

The accuracy of TD-DFT excitation energies is ~0.3 eV for the lowest 
valence excited states.62 For a given basis set, TD-DFT shows computational 
requirements scaling as 43 MM , whereas CIS and CCSD have accuracies 
of ~1 eV and ~0.15 eV, and computational requirements scaling as 5M  and 

6M , respectively. 

2.5. Theoretical model chemistries 
A theoretical model chemistry is a specification of an approximate method to 
solve the electronic problem by WFT or DFT and a representation of the 
atomic orbital basis. A theoretical model for any complex process is 
approximate, but it must be a well-defined mathematical procedure of 
simulation.63,64 Accordingly, it should have some desirable properties such as 
unbiased model, correct size scaling, calculation of continuous PES, high 
accuracy, low computational cost, and wide application.28,64

In particular, a critical issue of theoretical model chemistries is their size-
scaling properties, i.e., accuracy of a calculation with approximate methods 
should not degrade as the molecular system gets larger. Therefore, the total 
energy has to scale correctly with the number of independent subsystems and 
the number of electrons. The property of a theoretical method termed size-
consistency guarantees that the total energy of a system composed of two 
molecules far apart, in the non-interacting limit, is equal to the sum of total 
energies of the isolated molecules, i.e., BAABAB )( EErE .65,66 Hence, 
size-consistency accounts for a correct dissociation into fragments. The 
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property of a theoretical method termed size-extensivity ensures that the total 
energy is a linear function of the number of electrons in a homogeneous 
electron gas.67 In general, size-extensivity accounts for the correct growth of 
the total energy with increasing number of electrons in systems with non-
homogeneous electron densities.28,29,64,68
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3. Basics of Interfacial Electrochemistry 

Electrochemistry deals with the processes of charge separation and flow in 
chemical systems. Those processes usually take place at interphases, in 
which one of the phases carries electrons, and the other ions. 
Electrochemical reactions are the electron-transfer reactions that take place 
on the interface. 

Interfacial electrochemistry is a field that has received the attention of 
both physicists and chemists, and as a consequence, the same phenomena 
have been described in two different scientific languages. That has produced 
a variety of conventions and equivalent physical quantities, bringing about 
plenty of confusion in both scientific communities. This chapter summarizes 
the very essential definitions and our theoretical assumptions to characterize 
the electrochemical behaviour of electrons in metal–solution interphases. 
Herein the conventional electrodic and thermodynamic descriptions are 
recast into a tractable form enabling us to consistently separate out the 
molecular problem from the interfacial problem. Details are included in Ref. 
S-I.

3.1. Thermodynamics of a metal–solution interphase 
Our model of interphase consists of a single M|Red,Ox electrode in 

electrochemical equilibrium under standard temperature T and pressure p
(M|S in shorthand notation). This single electrode consists of an inert metal 
M dipped into an electrolyte solution (S) of the oxidized (Ox) and reduced 
(Red) forms, as depicted in Figure 3.1. It should be noted that part of the 
surfaces of M and S are in direct contact with each other and the remainders 
are surrounded by a field-free vacuum. In addition, the solution is protected 
with a rigid and impermeable wall to the passage of substance from solution 
to vacuum so as to avoid the irreversible boiling.  

In our simplifications of the perfectly polarized interphase, we assume 
that the metal surface is negatively charged and the excess charge is spread 
over the surface in contact with both the solution and the vacuum. Unlike the 
metal, in which the surface altogether can be negatively charged owing to 
the highly delocalized band structure of the electronic states, the solution 
phase is an ionic conductor and most of the excess positive charge is most 
likely to be spread over the solution side of the metal–solution interface. Far 
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enough from the metal–solution interface, the solution surface in contact 
with the vacuum can be assumed to be uncharged. 
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Figure 3.1. A single metal–solution electrode.  

3.1.1. Electrostatic potentials 
The electric field arising from the internal charge distribution of phase 

( S,M ) defines an electrostatic potential within , termed the inner
potential , the gradient of which is equal to the negative of the electric 
field strength F .69 If the phase has a total electric charge, the 
internal charge distribution also defines an electrostatic potential outside ,
termed the outer potential .69 Concerning experimental measurement, the 
behaviour of the outer potential defines two relevant regions in the outside 
vacuum: 

Vacuum “just outside” the phase: This region is located at 
distances larger than ~100 Å, far enough from the surface so that 
a test point charge is out of the range of the image forces from the 
surface and does not disturb the charge distribution within the 
phase. The value of the outer potential is mainly defined by the 
surface charge distribution ,70 as illustrated in Figure 3.1. 
Vacuum at infinity: This region is located very far away from the 
M|S interphase where it is seen as a dipole, and the outer potential 
vanishes asymptotically at infinite distance, given that 21 r .
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Particles in the surface region are subject to orienting forces owing to the 
absence of charge balance on the surface. The array of polar or polarized 
molecules or both on the surface of a phase in contact with the vacuum is 
called the surface dipole layer and gives rise to the surface potential ,
which is independent of the surface charge.70 The surface potential is the 
work to make a positive point charge traverse the surface dipole layer from 
the bulk of the phase into the vacuum “just outside” it.71 The inner, surface, 
and outer potentials are related by:  

                        (3.1) 

3.1.2. Chemical potentials 
The electrochemical potential i  and the real chemical potential i  are 
state functions defined in terms of the electrostatic potentials within phase 

:69,72

iii ez ,                        (3.2) 

iii ez .                        (3.3) 

If the total charge of the phase is zero, its outer potential is also zero, 
0 . The real chemical potential may thus be regarded as the value of the 

electrochemical potential of the uncharged phase ( ii ),69 since i  can 
alternatively be written as 

iii ez .                        (3.4) 

The chemical potential iµ of a component of a mixture in phase , is the 
partial molar Gibbs energy of that component, i.e., the state function 

}){,,( jii xpT  of temperature T, pressure p, and composition of the 
mixture in terms of mole fractions }{ jx . The chemical potential iµ  can be 
expressed as an explicit function of a concentration variable (mole fraction 

ix  or activity ia ) of component i only, i.e., ),,( jii xpT  for the ideal 
mixture or ),,( jii xpT  for the real mixture. The chemical potential 

iµ  can be split up into the contributions of a standard term iµ ,0 , which 
depends on T and p for unit concentration, and a mixing term, ixRT ln  or 

iaRT ln , which depends on the composition variable of constituent i in the 
mole fraction scale:73

iii xRTµ ln,0 ,                        (3.5) 

iii aRTµ ln,0 .                        (3.6) 
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For practical purposes, chemical potentials in solution are given in three 
concentration scales: mole fraction x, molality m, and molarity c.73,74 These 
concentration scales in a dilute solution S are related by 

iii cMmMx
1

1
1 ,                        (3.7) 

where 1M  and 1  are the molar mass (in g/mol) and the density (in g/mL) of 
the solvent. Accordingly, standard chemical potentials in the molality and 
molarity scales, S,0

,imµ  and S,0
,icµ  can respectively be obtained from standard 

chemical potentials defined in the mole fraction scale S,0
iµ [Eqs. (3.5) and 

(3.6)] by adding a constant dependent on the solvent: 

0
1

S,0S,0
, ln mMRTµ iim ,                       (3.8) 

0

1

1S,0S,0
, ln cMRTµ iic .                       (3.9) 

These expressions hold for aqueous and non-aqueous solutions. In the 
especial case of dilute aqueous solutions, the difference between the molality 
and molarity scales can be ignored, because it depends on the density of 
liquid water, which is ~1 g/mL. Accordingly, S,0

iµ  must be shifted by     
2.38 kcal/mol to get S,0

,imµ  and S,0
,icµ  at 298 K and 1 atm, taking into account 

the standard state conditions mol/kg10m  and mol/L10c .
Standard thermodynamic quantities of solutes in liquid solutions are 

referred to a standard state of a standard reference system, which is a 
hypothetical ideal solution with mol/kg10mmi  or mol/L10cci and
the properties of an ideal-dilute solution. Solute–solute interactions are 
present in nonideal-dilute solutions, but they vanish in the limit of infinite 
dilution. Only solute–solvent and solvent–solvent interactions remain in an 
ideal-dilute solution. 

3.2. Electrochemical potential of electrons 
In a condensed phase, the experimental and theoretical location of the 

electronic energy levels requires the specification of explicit relationships of 
the electrochemical potential of electrons with the measurable bulk 
thermodynamic properties (i.e., electron work function and electrode 
potential), as well as with computable quantum statistical mechanical 
properties (i.e., Fermi energies). 
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3.2.1. Work function and Fermi level 

3.2.1.1. In a simple phase with an uncharged surface 
The real chemical potential of electrons )e(  can be measured as the 

negative of the work function for the electron emission , provided the 
simple phase  with an uncharged surface in contact with the vacuum has 

0  from the region “just outside” the phase to infinity:70

)e()e(                       (3.10) 

Since the real chemical potential depends on the surface potential, the 
work function  can vary from face to face in a single crystal.70,72

According to the free-electron ideal gas model for conductors (e.g., for 
metals), at absolute zero the most energetic electrons in the uncharged phase 
are at the highest occupied energy level, the Fermi level F , which coincides 
with the chemical potential of electrons )e( .75  It is also known that for 
typical metallic densities the chemical potential remains equal to the Fermi 
energy from absolute zero to room temperature. Therefore, combining 

F)e(  and Eqs. (3.3) and (3.10), we can write: 

eee F)()e()e(                     (3.11) 

Consequently, the electron work function of a solid whose surface is in 
contact with a vacuum is defined as the energy required to raise an electron 
in the bulk of the solid from the Fermi level F  to the energy level 
corresponding to an electron at rest in the vacuum “just outside” it across the 
uncharged surface.76,77,78

It should be noted that the assumption of an uncharged surface guarantees 
0  from “just outside” the phase to infinity and enables us to relate the 

experimental electron work function with the theoretically calculated Fermi 
level.  is defined relative to the field-free vacuum “just outside” the 
phase. In contrast, the Fermi level is defined relative to the state where the 
electron and the phase are at rest in a field-free vacuum at infinite separation. 
This is so because the Fermi energy F  is an eigenvalue of the one-electron 
hamiltonian containing an effective single-particle mean-field potential in 
which the electrons move under the influence of the nuclear lattice. 

3.2.1.2. In a single electrode 
An electron can be brought from infinity to the metal of a single electrode 

following the two pathways depicted in Figure 3.1, i.e., it can be brought 
directly from vacuum to the metal (path on the left side) or from vacuum to 
the metal traversing the solution (path on the right side). The work to 
reversibly bring one mole of electrons from the vacuum at infinity to the 
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bulk metal at constant T and p is equal to the electrochemical potential of 
electrons in the metal. To make a clear distinction between the pathways the 
electrons take from vacuum to the bulk metal, the electrochemical potential 
is denoted )e(M and )e(S|M for the paths on the left and right sides. 

It can be demonstrated (Ref. S-I), first, that the electrochemical potential 
of electrons in the metal is the same regardless the path chosen to bring them 
from infinity into the metal of the single electrode, and second, that the 
electrochemical potential of electrons in the metal is equal to the negative of 
the electron work function of the solution S , since )e()e( SM  at 
electrochemical equilibrium.72,79 In short, since the electrochemical potential 
is a state function and provided 0S , one can show that:

SSMS|M )e()e()e( .                     (3.12) 

Moreover, if (S)S)|(M(S) RedeOx is the half-reaction for the single 
electrode, then )e(S|M  coincides with the Fermi level of the redox couple, 
since the Fermi–Dirac distribution function describing the equilibrium 
concentration of Red leads to the correct equilibrium condition.72,76,77

3.2.2. Electrode potentials 
The half-reaction holding at our single electrode can in general be written as 

(S)S)|(M(S) RedeOx .                      (3.13) 

The redox potential, either in the reduction )Ox/Red(E or the oxidation 
)Red/Ox(E  conventions, is equivalent to the absolute electrochemical 

potential of electrons )e(S|M in the metal–solution interphase, according to 
the linear relationship in terms of the Gibbs energy:76

CµeEG )e()Ox/Red()Ox/Red( SM
ET

1 .                    (3.14) 

The constant C defines the energy level of a conventional reference state. 
The vacuum at infinity, where 0)(evac

0KµC , defines the absolute
electrode potential, )Ox/Red(absE . Single reference electrodes, e.g., the 
saturated calomel electrode (SCE) or the standard hydrogen electrode (SHE), 
define electrode potentials in the SCE scale )Ox/Red(SCEE ,
where )(eSCE,µC , or in the standard hydrogen scale )Ox/Red(SHEE ,
where )(eSHE,µC .

The relative electrode potential of a redox couple in an interphase is 
defined with respect to another reference interphase. The term absolute
potential stands for an electrode potential not based on another reference 
electrode but on a given reference electronic energy taken as zero. The 
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definition of a common absolute scale makes it possible to directly locate 
electronic energy levels of the solid–liquid, solid–gas, and solid–vacuum 
interphases, as well as the energy levels from the Schrödinger equation in a 
common frame of reference for the electronic energy. 

For cells without liquid junctions, and for those from which the liquid 
junction potentials have been eliminated in the conventional manner, one can 
assume that both 0S and 0S . It thus turns out that )e(S|M  becomes 
equal to )e(S , and a more general form of the absolute potential may be 
defined, i.e., the reduced absolute potential:

)e()Ox/Red( S
rabs, µeE .                     (3.15) 

Assuming electrochemical equilibrium and standard conditions of 
temperature, pressure, and composition in a given basis, electrode potentials 
can be expressed in terms of the electrochemical potentials of the species 
involved in the half-reaction: 

)e()Ox()Red()Ox/Red( vac
0K

aq,aq,
ETabs µµµGeE ,            (3.16) 

)e()Ox()Red()Ox/Red( SHE,aq,aq,
ETSHE µµµGeE .

If we further assume that 0S and 0S  for cells without liquid junction 
potentials, electrode potentials can be written in terms of chemical 
potentials:

)e()Ox()Red()Ox/Red( vac
0K

aq,aq,
ETrabs, µµµGeE ,           (3.17) 

)e()Ox()Red()Ox/Red( SHE,aq,aq,
ETSHE µµµGeE .

Therefore, the interfacial problem is simplified to a general and accurate 
definition of electrochemical, real chemical, and chemical potentials 
according to quantum and statistical mechanics. A suitable definition should 
be at the same time compatible with the experimental absolute scale and the 
electrostatic convention, as it is presented in Chapter 4. 

3.3. Concluding summary

Our model for the zeroth-class single electrode assumes that the negative 
charge density can be spread over the whole metal surface, because of the 
highly delocalized band structure of the electronic states. In contrast, the 
excess positive charge is more likely to be spread over the solution side of 
the metal–solution interface, being the solution phase an ionic conductor. Far 
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enough from the metal–solution interface, the solution surface in contact 
with the vacuum is assumed to be uncharged. 

The absolute electrochemical scale uses the energy level corresponding to 
an electron at rest in a field-free vacuum as its zero (referred to as the 
reference vacuum level), and hence, 0)e(vac

0K .70,79 Electrons in the 
reference vacuum level are assumed to behave as classical particles so that 
they can be at rest in a zero electrostatic potential vacuum, implying 

0T and 0p  in the macrostate. This is in agreement with the electrostatic 
convention. 

We hold that the reference vacuum level “just outside” the phase is in 
accord with the experimental determination of the electron work function, 
but the reference vacuum level “at infinity” is in agreement with the 
electrostatic convention, and in consequence, a more general choice. 

We assume that the solution outer potential should be zero, 0S , so 
that both reference vacuum levels yield the same electrostatic work to bring 
the electron from the reference vacuum level to a point within S or M going 
through S. As a result, 0S  enables that an experimental absolute 
electrode potential, relative to the vacuum “just outside”, can be directly 
referenced to the vacuum at infinity, in line with the electrostatic convention. 

Under these approximations, we recast the conventional electrodic 
problem into the simpler molecular problem of finding out the 
electrochemical, real chemical, and chemical potentials of all the species 
involved in the half-reaction. 
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4. Molecular Physical Chemistry 

Molecular physical chemistry concerns the study of physical changes 
associated with chemistry, which ranges from the structure of matter and the 
fundamental atomic and molecular interactions to the macroscopic properties 
and processes arising from the average microscopic behaviour. 

We herein follow this molecular approach to define absolute 
electrochemical, real chemical, and chemical potentials of species in solution 
and estimate their standard values. This is achieved by applying the scaling 
laws of statistical mechanics to the collective behaviour of atoms and 
molecules, whose motion, interactions, and properties are described by first 
principles quantum chemistry. As chemical species are composed of 
electrons and nuclei, we should find an internally consistent set of absolute 
standard values for all three chemical potentials of electrons and protons. As 
a result, we can get rid of problems in referencing chemical data and enable 
a uniform thermochemical treatment of electron, proton, and proton-coupled 
electron transfer reactions in solution. Details are mainly included in Ref.   
S-I, but also in Refs. S-II, and S-III.

4.1. Absolute electrochemical potentials 
The electrochemical potential i  is said to be absolute if we define 

0)0,0,0( ii cpT  for a hypothetical reference state. If i  is 
absolute, then )mol/L1,bar1,K298(0,

iii cpT  is the absolute
standard value of the electrochemical potential (cf. §3.1.2).  

Absolute standard electrochemical potentials i
0,  have a simple and 

primary physical meaning: they represent the Gibbs energy change to 
assemble one mole of any chemical species i from nuclei and electrons in the 
vacuum state and bring it to the condensed phase , at a predefined standard 
macrostate of temperature, pressure, and concentration (e.g., K298T ,

bar1p , and mol/L1ic ). The assembled species (e.g., atoms, molecules, 
as well as activated complexes and atomic or molecular ions of any spin 
multiplicity) and the elementary species (i.e., nuclei and electrons) are 
assumed to be at rest and at infinite separation from each other in the field-
free vacuum––i.e., in a hypothetical reference macrostate with 0T , 0p ,
and 0ic .
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From the macroscopic standpoint, owing to the electroneutrality 
condition, the outer potential of a single solution is zero ( 0S ; therefore, 

SS ) and the electrochemical potential of species i is their real chemical 
potential, according to Eq. (3.4). Since the electrochemical potential can be 
calculated from the properties of the individual molecules composing the 
system, it can be further split up into two equivalent ways that allow us to 
define the absolute standard chemical potentials in the gas phase and 
solution in the suitable concentration scale ( g0,

i  and S0,
i , cf. §4.1.1) as well 

as the bulk and real Gibbs energies of solvation ( 0
s iG  and 0

rs iG , cf. 
§4.1.2): 

0
rs

g0,

S0
s

g0,

S0
s

g0,

SS0,S0,S0,

ii

iii

iii

iiii

G
ezG
ezG

ez

.                       (4.1) 

4.1.1. Bulk and real Gibbs energies of solvation 
The macroscopic standard Gibbs energy of solvation, defined as the Gibbs 
energy change at 298 K to transfer 1 mol of solute X from an ideal gas at 

bar10p  to a hypothetical ideal solution of mol/kg10m ( (aq)(g) XX )
having the properties of an ideal-dilute solution, is usually identified with the 
microscopic work of transferring one particle of solute (atom, molecule, ion, 
etc.) at rest from a vacuum into the solvent (i.e., (aq)(vac) XX ) corrected for 
the standard state conditions of composition (i.e., bar10p  and 

mol/kg10m ). Moreover, in order to equate macroscopic and microscopic 
Gibbs energies of solvation, one should assume then that the standard 
entropy and the mean kinetic energy of the solute particles are the same in 
the gas phase and in solution at a given temperature. This microscopic 
standard Gibbs energy of solvation is thus in agreement with the 
macroscopic reference state for solutes, i.e., the hypothetical ideal-dilute        
1 mol/kg solution in which only solute–solvent and solvent–solvent 
interactions are present. 

Two kinds of Gibbs energies of solvation relative to the reference vacuum 
level can be defined. The bulk Gibbs energy of solvation 0

s iG  is the Gibbs 
energy change to place a molecule at rest from the vacuum into the bulk 
solvent, whereas the real Gibbs energy of solvation 0

rs iG  is the Gibbs 
energy change to transfer the molecule at rest from a vacuum into solvent 
across the surface of the solvent, and it turns out from Eq. (4.1) that 

S0
s

0
rs ezGG iii .                        (4.2) 
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Self-consistent reaction field models of the solvent (§2.4.1) are based on 
calculating the work of placing a molecule from a vacuum into the bulk 
solvent, assuming 0S . Furthermore, S is usually unknown because it 
cannot be measured directly from experiment. SCRF methods can yield 
rather accurate values of 0

s iG . It is worth noting that the standard state 
conditions of composition for calculated 0

s iG  with solvation models often 
correspond to mol/L10c  for both ideal gas and solution. 

4.1.2. Absolute chemical potentials 
The absolute standard chemical potential of species i in an ideal-dilute 

solution in the mole fraction basis S0,
i [i.e., as defined by Eqs. (3.5) and 

(3.6)] can under standard state conditions of temperature, pressure, and 
composition be estimated from the contributions of the chemical potential in 
the gas phase g0,

i  and its bulk Gibbs energy of solvation 0
s iG . The 

quantity g0,
i  is the Gibbs energy change to assemble one mole of molecules 

from the nuclei and electrons in the vacuum, plus the Gibbs energy change 
to bring the mole of molecules from the vacuum to an ideal gas under 
standard temperature and pressure: 

0
s

g0,S0,
iii G .                        (4.3) 

The assumptions of ideal gas behaviour and reference state consisting of 
nuclei and electrons at infinite separation and at rest (i.e., a macrostate with 

0T , 0p , and 0ic ) enable us to get g0,
i  at given T referenced to the 

level of zero electrostatic potential, in agreement with both the absolute 
electrochemical scale and the electrostatic convention. The standard 
chemical potential relative to the reference vacuum level at infinity, i.e., the 
absolute standard chemical potential, can be obtained by applying quantum 
and statistical mechanics:64,75 

g0,
,

g0,
,

g0,
, iTiTiT TShµ ,                        (4.4) 

RTuh iTiT
g0,
,

g0,
, ,                        (4.5) 

iii

ii
v

iiT

EEEE

EEEEu

,tot,rot
(BOT)

,vibtr

,0K,rot
)0(

,vibtr
g0,
, ,                       (4.6) 

where g0,
,iTh , g0,

,iTu , and g0,
,iTS are the absolute standard enthalpy, absolute 

standard internal energy and absolute standard entropy, respectively, in the 
gas phase at temperature T and the standard unit pressure. The thermal 
correction to g0,

,iTu  in the classical limit contains: (i) a translational 
contribution RTE 2

3
tr ; (ii) a vibrational contribution )0(

,vib
v

iE  relative to the 
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lowest molecular vibrational state 0v , (BOT)
,vib iE  is the vibrational 

contribution relative to the bottom of the potential energy surface, 
i

v
ii EEE ZP,

)0(
,vib

(BOT)
,vib ; and (iii) a rotational contribution RTE i 2

3
,rot (RT for 

a linear molecule). The internal energy iE ,0K  at 0K, relative to the state in 
which nuclei and electrons are infinitely separated and at rest, is the sum of 
the total electronic energy iE ,tot  and the zero-point vibrational energy iEZP,

(cf. §2.1.1). 
Absolute chemical potentials in solution can in general be defined for 

transition states, relaxed electronic ground states, relaxed electronically 
excited states, and vertically excited electronic states. In principle, Eqs. 
(4.3)–(4.6) are valid for relaxed electronic states (ground and excited states) 
with spin multiplicity 12S . Adiabatic electronic transitions can therefore 
be treated within this formalism properly. 

A vertical electronically excited state is, however, a nonequilibrium 
electronic state, since a molecular species in its ground state, e.g., M1 ,
undergoes a vertical electronic excitation, (S)

12
(S)

1 MM S , which allows for 
a relaxation of the electron density keeping the nuclear positions fixed. The 
absolute standard chemical potential of the excited molecule M  can be 
computed from that of the molecule M in its ground electronic state and the 
energy difference between the lowest vibrational levels of the ground and the 
electronically excited states 00E :

00
S0,S0, )M()M( E                        (4.7) 

The energy of the 0–0 transition, 00E , is calculated using correlated 
wave function or density functional methods in conjunction with an SCRF 
model, without allowing for nuclear motions. 

Computed first principles standard chemical potentials in the mole 
fraction basis S,0

iµ  can thereafter be shifted into the molality and molarity 
bases by adding constants dependent on the solvent [cf., Eqs. (3.8) and (3.9)] 
to give S,0

,imµ  and S,0
,icµ .

4.2. Absolute electrochemical, real chemical, and 
chemical potentials of elementary species 

Electrons and nuclei are the elementary particles of chemistry. They turn 
up to behave as structureless and indivisible entities in most of the 
phenomena regarded to be in the realm of chemistry. Furthermore, electrons 
and protons, in particular, behave as abnormal ions in the condensed phase, 
and not surprisingly, their description as individual ions brings about several 
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fundamental problems of referencing chemical data in both gas and 
condensed phases, as pointed out in Ref. S-I.

Following the prescription outlined in §4.1.2 in combination with Fermi–
Dirac and Boltzmann statistics, experimental solvation data, and the absolute 
potential of the SHE, we have estimated an internally consistent set of 
absolute standard values for the chemical potentials of the elementary 
species in aqueous solutions in the molality and molarity bases (cf. Table I) 
within an accuracy of 0.5 kcal/mol. These values can be directly used in the 
simultaneous estimate of standard Gibbs energies of electron, proton, and 
proton-coupled electron transfer reactions. 

Table 4.1. Estimated absolute standard values of chemical potentials for 
elementary species.  

Potential (eV) (kcal/mol) Ref. 
)H()H( aq,aq, µµ –13.862 a 319.67 a S-I

)H()H( aq,aq,µ 0.025488.11 0.532.266 S-I

)H(aq,µ   0.0096511.11  0.268.268 S-I

)e(vac
0K

0 0 70 

)e(SHE,µ 02.044.4    0.5102.39 79

)0pH,atm1,e(
2H

aq, p      02.044.4    0.5102.39 S-I

)e(SHE,µ 02.034.4    0.5100.03 S-I

)e()e( aq,aq,µ  02.06079.1      5.008.37 S-I

)e(aq,µ  0.046638.1  137.38 S-1

a Estimated from E0K(H ) = –0.5 a.u., i.e., the exact ground state energy of H , and sG (H ) = 
3.11 kcal/mol, calculated at the IEF-PCM/B3LYP/cc-pVTZ level using a spherical cavity of 
radius 1.908 Å (~3.6 a0). 

4.3. First principles ion thermochemistry 
A heterogeneous reaction can be conveniently represented in the 

thermochemical convention as an algebraic equation where )(R i  is the ith
reactant or product in phase  depending on whether the stoichiometric 
coefficient i  is negative or positive: 



44

i
ii 0R )(                         (4.8) 

If we allow )(R i  to be ions, the state of that system can be described by 
temperature T, pressure p, composition in terms of the number of particles 

iN , and net charges iq of component i within the phase ; )( ezNq iii .
The composition of the system varies linearly with the extent of reaction ,
i.e., ddN ii , and thus, the Gibbs energy of the system can be 
formulated as )})({)},({,,( ii qNpTGG . Under standard conditions of 
temperature, pressure, and composition in a given concentration scale, it can 
be easily shown, from the definition of the reaction affinity18 A, that: 

0
r

,0
0

,

0
µ

i
ii

pT

GGA .                       (4.9) 

Accordingly, the Gibbs energy of reaction 0
r µG  is the “products minus 

reactants” difference in electrochemical potentials. When the overall 
electroneutrality condition for a heterogeneous system results from 
electroneutrality in every phase , then the Gibbs energies of reaction in the 
three bases of chemical potentials are equal: 0

r
0

r
0

r µGGG . The 
equality holds for homogeneous reactions and for heterogeneous reactions in 
which there is no transfer of charge from one phase to another, i.e., when all 
the ionic components participating in the reaction remain in the same phase 

. Hence, we can simplify the calculation of the Gibbs energies of reaction 
from electrochemical and real chemical potentials to chemical potentials in a 
given concentration basis, which can be estimated accurately from first 
principles (cf. §4.1.2) given that they are independent of the unknown 
surface potentials .

Particularly relevant to chemistry and biology are the reactions in which 
electrons and protons occur as independent ions in the stoichiometry, 
inasmuch as the Gibbs energy changes are directly proportional to 
experimentally measurable electrode potentials and apK  values. These 
reactions can be classed into three groups; for the sake of simplicity, we 
assume that all 1i :

Proton-coupled electron transfer (PT–ET) reactions 

(i) Reduction by electrons from the reference vacuum level: 
(aq)(vac)(aq)(aq) RedeHOx

)e()H()Ox()Red(

)Ox/Red(
vac
0K

aq,aq,aq,

ETPTrabs,

µµµµ

GeE
.     (4.10) 
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(ii) Reduction by electrons from the SHE: 
(aq)(SHE)(aq)(aq) RedeHOx

)e()H()Ox()Red(
)Ox/Red(

SHE,aq,aq,aq,

ETPTSHE

µµµµ
GeE

.   (4.11) 

(iii) Reduction by hydrated electrons: 
(aq)(aq)(aq)(aq) RedeHOx

)e()H()Ox()Red( aq,aq,aq,aq,
ETPT µµµµG .               (4.12) 

Electron transfer (ET) reactions  

Reduction by (aq)(SHE)(vac) e,e,ee

(aq)(aq) RedeOx

Pure ET reactions fall into the same three cases of reduction as PT–ET 
reactions. The equations for ET can be written down using the above 
equations for PT–ET, [i.e., Eqs. (4.10)–(4.12)] just neglecting all the terms 
concerning H .

Proton transfer (PT) reactions 

Deprotonation equilibrium: 
(aq)(aq)(aq) HXHX

)HX()H()X(p303.2 aq,0aq,0aq,00
PTa TTTT µµµGKRT     (4.13)

The Gibbs energy changes of these reactions must be shifted to the 
chemical dissociation energy scale. Herein, electron and proton transfer from 
a bound state to a state in which they behave as free particles; therefore, a 
contribution from the binding energy must be added to the absolute standard 
electrochemical potential of the free particle. Accordingly, we correct the 
standard absolute potentials of electrons and protons with the difference in 
zero-point vibrational energies of the reduced and oxidized forms for ET and 
PT-ET or of the conjugate base and the acid for PT. 
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4.4. Concluding summary 
We here present the first principles definitions of absolute 

electrochemical, real chemical, and chemical potentials of any species in a 
given phase, i.e., atoms, molecules, activated complexes, atomic and 
molecular ions of any spin multiplicity, as well as electronically excited 
species. Our definitions are fully compatible with the concentration scales, 
the electrostatic convention, and the absolute and relative electrochemical 
scales. A general prescription to estimate the absolute standard values of the 
three types of chemical potentials is provided, departing from the molecular 
standpoint of quantum chemistry. The scaling laws of classical and quantum 
statistical mechanics are thereafter applied to average out the quantum 
behaviour of these microscopic species within their three types of chemical 
potentials.

We also emphasize the importance of defining and making clear 
distinction between bulk and real Gibbs energies of solvation in other to 
make compatible theoretical approaches and experimental measurements. 
The selection and use of the appropriate physical quantities can help to sort 
out part of the current problems in the accuracy of the theoretical 
predictions.

We apply the Gibbs formalism in its most general form by the 
straightforward microscopic definition and quantification of the 
electrochemical potentials. The calculation of Gibbs energies of reaction 
involving ions in solution can be reduced to the basis of chemical potentials 
for homogeneous reactions and for heterogeneous reactions in which all the 
ionic components involved in reaction remain in the same phase. 

Last of all, we separate the problem of calculation of Gibbs energies of 
reactions involving electrons and protons behaving as ions out of the 
interfacial problem. For electrons and protons within an ideal-dilute aqueous 
solution and the SHE, we estimate an internally consistent set of 
electrochemical, real chemical, and chemical potentials in the molality and 
molarity bases within the chemical accuracy, i.e., ~1 kcal/mol––cf. Table 
4.1. The values of these chemical potentials are bound by Born–Haber-type 
cycles, thereby forming a unique set of numbers for given solvent, 
temperature, and pressure in the molality and molarity scales of composition. 
Accordingly, our formalism ensures an internally consistent treatment of the 
Gibbs energetics of ET, PT, and PT–ET reactions in solution. 
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5. Radiation Chemistry of DNA 

Radiation chemistry deals with the chemical effects of ionizing radiation. 
Radiation-induced damage is hazardous to living organisms because it brings 
about chemical modifications in the structure of macromolecular building 
blocks. Chemical lesions in DNA are highly risky since they can replicate 
and lead to permanent changes in the DNA sequence. Enzymes usually 
repair isolated lesions rather efficiently. Damaging agents, however, tend to 
give clustered lesions that can be more difficult to recognize by the 
enzymatic repair systems. In particular, when enzymes fail to detect and fix 
chemical lesions in DNA, mutations arise.80,81,82,83

DNA-damaging agents are of both intracellular and environmental origin. 
To assess the extent of the damage, one should note that the human genome 
contains  ~3  109 base pairs and that the DNA polymerase error rate 
typically is of the order of one out of 109 base pairs replicated. Estimates of 
the number of damaging events in Mammalian cells are shown in Table 
5.1.82,83

Table 5.1. Estimated number of damaging events in Mammalian cells. 

Radiation damage can be conveniently classified into two main types. 
Primary damage includes the absorption of radiation to yield electronically 
excited species, radical ions, and their direct fragmentation products. 
Secondary damage groups the cascade of reactions of the highly reactive 
species formed in the primary ionization events with the building blocks of 
carbohydrates, lipids, proteins, and nucleic acids.  

In the living cell, water absorbs about 70% of the energy carried in the 
ionizing radiation, whereas organic compounds absorb the remaining 30%. 
Radiolysis of water yields hydroxyl radicals, solvated electrons, and 

Agent No. nucleobases per cell per day 
Basal metabolism 104

Ionizing radiation ( , , ,e ) 103 104

Alkylating agents 104 106

UV light 105 106

H2O2 106 107
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hydrogen atoms, which are the major reactive species initiating the cascade 
of secondary events:80

(aq)2(aq)2 OHOH h

(aq)(aq)(aq)2 OHHOH

(aq)(aq)2(aq)2 eOHOH h

(aq)(aq)(aq)2 HOHOH

This chapter outlines the feasibility of a sequence of primary and 
secondary damaging events to DNA nucleobases. First, we address the 
formation of electronically excited states on base pairs and their subsequent 
conversion into radical ions in solution (Ref. S-II). Second, we examine the 
redox reactions undergone by the radical ions and the repairing action of 
thiols on these chemical lesions (Ref. S-III). Radical cations can further 
hydrolyze to yield OH radical adducts. Nonetheless, the main yield of OH 
radical adducts is by the direct reaction of the OH radicals produced by 
water radiolysis with nucleobases. The hydroxylation mechanisms of 
nucleobases are reviewed in Ref. R-I, and the role of stereoelectronic effects 
ruling the OH radical selectivity for the addition sites is unravelled in Ref.  
S-IV. In particular, 8-hydroxy-purine radical adducts (A8OH , G8OH ) are 
prone to undergo further reactions as ring-fragmentation and oxidation to 
yield 6-amino-5-N-formamidopyridine (FAPyA, FaPyG) and 8-oxopurine 
(8-oxoA, 8oxoG) derivatives. These compounds are well known to cause 
transversions in DNA (A:T T:A, G:C T:A). The ring-opening mechanism 
of the 8-hydroxypurine radical can be found in Ref. R-I and the oxidation 
pathways of adenine and guanine are examined in Ref. S-V. Insights into the 
mechanism of DNA strand breakage are presented in Ref. S-VI.
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Figure 5.1. Nucleobases. 
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5.1. Photochemistry of nucleobases 
In DNA, electronically excited states are formed by direct absorption of 
photons and by photosensitization. DNA acts as a cromophore itself by 
directly absorbing UV-C and UV-B light (UV-C: 190–290 nm, 6.525–4.275 
eV; UV-B 290–320 nm, 4.275–3.875 eV). In these wavelength regions, the 
action spectra for biological responses of cells exposed to UV light overlap 
with the absorption spectrum of DNA.84 Although the absorption of DNA in 
the UV-A region (320–380 nm, 3.875–3.263 eV) is negligible, electronic 
excitations can arise as a result of photosensitization. Porphyrins and their 
derivatives, reduced nicotinamide coenzymes (NADH and NADPH), and 
flavins are known sensitizers that enhance DNA damage in vitro if they are 
present during exposure to UV-A photons.85

Photoelectrochemical evidence in condensed phase suggests that 
formation or decay of electronically excited species can also occur as 
electron transfer reactions involving solvated electrons. Even though UV 
light is not generally considered as ionizing radiation, photoionization 
experiments in aqueous and nonaqueous solutions indicate that the ionization 
energy of the solute lowers with increasing polarity of the solvent, and
hence, the ionization of certain aromatic compounds takes place to yield 
radical cations and solvated electrons ( (aq)(aq)(aq) eBB ).80,86,87,88 In addition, 
electrogenerated chemiluminescence experiments indicate that some 
aromatic radical cations and neutral radicals can form excited states through 
uptake of solvated electrons,89 whereas anions formed in redox reactions 
between organic compounds and solvated electrons point to the fact that 
electron transfer reactions can proceed by excited states.90

It is well known that the UV-light absorption by DNA in solution brings 
about photoionization.80 Even though it is difficult to track down detail 
experimental data on the mechanistic fate of excited states in DNA and its 
building blocks, it is plausible that the formation and decay of electronically 
excited nucleobases may proceed by very fast electron transfer reactions as 
observed for model aromatic compounds.80,86,87,88,89,90 The pathways in DNA 
are however unknown because experimental measurements (e.g., EPR, 
absorption spectroscopy, conductimetry, redox titrations) are usually unable 
to follow the fate of short-lived species generated in the photoionization and 
radiolysis experiments. 

The question as to whether radical ion and excited electronic states are 
localized in a DNA molecule is essential to gain insight into the primary 
ionization events. Two extreme models have been applied to describe the 
electronic structure of DNA. In the tight-binding approach, -electrons in a 
base pair are delocalized into molecular orbitals that spread along the DNA 
helix. In the discrete molecular orbital approach, the  molecular orbitals do 
not overlap significantly between adjacent base pairs. 
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Experiments and calculations on long-range charge migration in DNA 
show that a hopping mechanism prevails over a bandlike charge transport 
mechanism, although some features of the latter are found, as the local 
structural distortions of DNA required in charge migration.91 Evidence thus 
indicates that radical ions are rather localized on the nucleobases or the base 
pairs.

Likewise, the absorption spectra of E. coli DNA in the UV-C and UV-B 
regions92 suggest that a discrete molecular orbital description could be 
appropriate for the lowest excitations. The spectra show that, first, the UV 
absorptions of nucleotides and nucleosides are very similar to those of the 
nucleobases; second, the absorption of DNA at 260 nm (4.769 eV) to form 
the lowest excited singlet is about 60% of the weighted average spectrum for 
the component nucleobases; and third, below 200 nm (higher excitations) 
nucleobase–nucleobase interactions dominate the features of the 
absorption.87 Hence, the formation of the lowest singlet excited states in 
DNA seems to be also rather localized on the nucleobases. 

Since experiments point to a considerable localization of radical ions and 
the lowest excited electronic states in DNA, we applied our first principles 
approach to photoelectrochemistry and ion thermochemistry (Ref. S-I), in 
the framework of TD-DFT and PCM, to study the photoinduced ionization 
of nucleobases B (B = A, G, T, C) and base pairs (AT and GC) in aqueous 
solution by way of electronically excited species *B  of multiplicity 12S
and solvated electrons (aq)e . This process follows the general sequence of 
steps:

*
(aq)

12
(aq)

1 BB S )B()B()B( aq,*aq,
exc µµG

(aq)(aq)
*
(aq) eBB  )B()e()B()B( *aq,aq,aq,*

ox µµµG

(aq)(aq)
*
(aq) BeB  )e()B()B()B( aq,*aq,aq,*

red µµµG

The standard Gibbs energy diagrams (Figure 5.2) illustrate the processes 
of excitation and ionization of base pairs in aqueous solution. The first 
singlet of the AT basepair lies ~1 eV higher in energy than that of the GC 
basepair. However, the first triplet states and the radical anions lie at about 
the same standard Gibbs energies relative to the ground states. The 
formation of radical cations from the first triplet state is ~0.5 eV more 
endergonic for AT than for GC. The diagrams show that the formation of 
radical cations from the first excited states is endergonic, whereas the uptake 
of solvated electrons by the excited states is very exergonic. It should be 
noted that in the traditional theoretical treatment of ion formation, the energy 
level of electrons in aqueous solution is unknown, and hence, the radical 
ions can be incorrectly located on a standard Gibbs energy diagram of such 
processes in the condensed phase (Ref. S-II).
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Figure 5.2. IEF-PCM/(TD-)B3LYP/6-311+G(2df,p)//B3LYP/6-31(+)G(d,p) UV 
excitation and ionization of the AT and GC base pairs in aqueous solution. 

5.2. Redox reactions of radical ions 
Once the radical ions are formed, they undergo a cascade of redox reactions 
depending on the effective proton concentration in the medium. The radical 
cations readily deprotonate to yield more stable neutral radicals (Figures 5.3 
and 5.4). The nucleobases are restored to their native forms through 
chemical or enzymatic repair. A simple mechanism of chemical repair of the 
acidic radical cations B + consists of regenerating the nucleobase B by 
reaction with a reducing agent, e.g., reduced glutathione (about 10 2 mol/L in 
living cells) or other thiols present in the cells. Thiols function by donating 
H atoms to the deprotonated radical cation H)B( , thereby repairing the 
lesion:

(aq)(aq)(aq) eBB

(aq)(aq)(aq) HH)B(B

(aq)(aq)(aq)(aq) RSBRSHH)B(
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(aq)B (aq)B (aq)B (aq))H(B (aq))H(B (aq)B(aq)H(aq)H eee

eH(aq)

(aq)H

(aq)B (aq)B (aq)B (aq))H(B (aq))H(B (aq)B(aq)H(aq)H eee

eH(aq)

(aq)H

Figure 5.3. Sequence of primary ionization, decay of radical cations, and regenerat-
ion of nucleobases. 
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Figure 5.4. Dehydrogenated nucleobases B(–H) radicals and anions. An asterisk 
indicates the position of the missing hydrogen. 

From experimental and computed Gibbs energies of reaction, we are able 
to gain insight into three relevant issues for the redox events in nucleobases: 
the nature of the ET process, the influence of PT on ET and vice versa.
Calculated standard Gibbs energy diagrams of primary ionization, formation 
of dehydrogenated nucleobase radicals and chemical repair by thiols allow 
us to compare with experimentally derived data (Ref. S-III). Unfortunately, 
no experimental thermochemical data is available for assessing computed 
Gibbs energetics in the redox processes involving PT–ET or species 
like (aq)H  and (aq)e , albeit  this information would help unravelling some 
mechanistic details of the reaction kinetics. 

In agreement with the experimental evidence, our calculations suggest 
that, in aqueous solution, the ease of reduction of the nucleobases B to yield 
the radical anions  decreases in the order T > C > A > G whereas the ease of 
reduction of the radical cations B + to yield the nuclebases B is C > T > A > 
G. Radical cations B + and their deprotonated forms H)B(  can gain 
electrons via ET or PT–ET, respectively, to regenerate the nucleobases B or 
their deprotonated forms H)B( , depending on the effective concentration 
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of hydrogen ions. Both pathways leading to formation of B are essentially 
equally favoured. Reduction of H)B(  by PT–ET to yield B is however 
more favorable than the reduction by ET to give H)B( .

Our correct reference level for the electronic energy reveals that the 
standard Gibbs energies of reduction of H)B(  by hydrogen atoms are 
halfway in between those for pure ET and PT–ET reductions by hydrated 
electrons. At neutral or acidic pH the PT–ET reduction by hydrated electrons 
should dominate over the reduction by hydrogen atoms, whereas both 
reactions will compete around pH 9. 

In the case that the reduced form is an acid, we have shown that the 
higher the acidity of the reduced form, the more favourable is the proton-
coupled reduction of the corresponding oxidized form. Accordingly, the 
deprotonated forms H)B(  of the nucleobase radical cations B + are better 
oxidants when reducing to the neutral nucleobase B than when reducing to 
the anions H)B( , since the nucleobases B are very weak acids with apK ’s 
larger than 9. Moreover, the oxidizing powers of the nucleobase radical 
cations B + by one-electron reduction and the deprotonated forms H)B(  by 
one-electron proton-coupled reduction are very similar. 

The deprotonated forms H)B(  of the nucleobase radical cations are 
lesions that can be chemically repaired by thiols. We have shown that a   
PT–ET pathway should be favoured for A and C at any pH whereas for G 
and T, a PT–ET pathway could be preferred at low and neutral pH but in the 
pH range from 9 to 11, the ET pathway should dominate. 

5.3. Hydroxylation mechanism 
In cells, OH radicals are formed as by-products of respiration, through 
exposure to ionizing radiation or other agents that generate free radicals. 
About half of the DNA damage caused by OH radicals occurs on 
nucleobases, where these add to the double bonds of purine bases to yield 
C4, C5, and C8 radical adducts in adenine (A4OH , A5OH , and A8OH )
and guanine (G4OH , G5OH , and G8OH ).80,82

Assuming quasiequilibrium, the mechanism of hydroxylation starts with 
the diffusion of the OH radical to the nucleobase to form a -complex 

OH:B , in which the OH radical lies parallel to the purine ring. Once this 
reactant complex is formed, the OH radical adds to a specific position of 
purine:

(aq)(aq)(aq) OH:BOHB       
)OH()B(

)OH:B(
ass

ee

e

cc
cK

(aq)(aq) BOHOH:B k,
):OHB(
)BOH(

e

e

c
cK

(aq)(aq) BOHBOH  k
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The observed rate constant is thus assobs kKk ; therefore, the activation 
energy is the sum of the barrier E  and the association energy assE  to 
form the -complex OH:B , i.e., assa EEE . Figure 5.5 shows that 
the activation energies to hydroxylation of the 4- and 8-positions of purines 
are lower than 9 kcal/mol. The attempts to find the transition state at the      
5-position always lead to the structure of transition state at the 4-position. 
Accordingly, the SCI-PCM/B3LYP energetics indicate that hydroxylation of 
nucleobases should be diffusion-controlled (Ref. R-I). The energetics partly 
explain that A8OH  and G8OH  are major adducts over A4OH  and G4OH .
Nonetheless, the energetics alone do not allow to find a general rule of 
thumb to account for the site specificity of hydroxylation. 

Figure 5.5. SCI-PCM/B3LYP/6-311G(2df,p)//MP2/6-31G(d) hydroxylation profiles 
for adenine and guanine. R, free reactants B + OH ; RC,  reactant complex B:OH ;
TS, transition state BOH ; P, product BOH .

5.3.1. Role of the generalized anomeric effect in hydroxylation 
The site specificity of hydroxylation was investigated using imidazole as a 
model compound (Ref. S-IV). Experimental evidence demonstrates that the 
OH radical reacts with pyrroles and imidazoles by addition at a carbon 
adjacent to the nitrogen.93,94 In particular, the reaction of imidazole (I) with 
OH radicals could yield three possible adducts, i.e., the 2-, 4-, and               
5-hydroxyimidazolyl radicals (I2OH , I4OH , and I5OH ). However, both 
experimental and electron spin resonance (ESR, EPR) measurements as well 
as theoretical studies have shown that, in neutral and alkaline (pH = 9–10) 
aqueous solution, the OH radical specifically adds to the 5-position of 
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imidazole and, in acidic media (pH = 2), to the same position in the side 
chain of histidine leading to the 5-adduct.93,94,95 Hydroxylation is site-specific 
even though I2OH  is energetically more favoured by ~4 kcal/mol with 
respect to I5OH .

N

N
H

1 2
34

5

N

N
HHO

HOH+

(aq)(aq)(aq) I5OHOHI
Two stereoelectronic effects are present in the hydroxyimidazolyl 

radicals: conjugation and generalized anomeric effect. For instance, in 
I5OH , conjugation is associated with the N1 C2 N3 C4 fragment while 
the generalized anomeric effect is related to the C2 N1 C5 OH moiety. 
Accordingly, the OH  addition to the 2-, 4- or 5-positions in imidazole 
should be ruled by the generalized anomeric effect and the influence of the 
conjugated fragment thereon. The generalized anomeric effect is the 
preference for the synclinal (sc) or gauche arrangement over the 
antiperiplanar (ap) or trans arrangement in cyclic or aliphatic compounds 
containing the R X T Y moiety.96,97,98,99,100,101 R can be H or C, X can be a 
nonmetallic element or a metalloid which binds leaving lone electron pairs 
(X = N, O, S, Se, or Te), T is a tetrahedral center of intermediate 
electronegativity (T = C, Si, P), and Y denotes a more electronegative 
element than T (Y = N, O, S, Se, Te, F, Cl, or Br). Moreover, if Y is also 
bonded to a substituent R' (R' = H, C), the anomeric effect in the fragment 
R X T Y R' turns to be the contribution of two components: the endo-
anomeric effect (endo-An.), connected with the R X T Y fragment and the 
exo-anomeric effect (exo-An.) related to the X T Y R' fragment.  

The generalized anomeric effect has been rationalized in terms of 
electrostatic96b,97,98,99,102 and hyperconjugative98,100,102,103,104,105,106 interactions.  
According to the hyperconjugative hypothesis, the anomeric effect could be 
qualitatively explained as an *

YTXn overlap, which is the strongest 
interaction among other stabilizing hyperconjugative ones. In the presence of 
a continuum solvent model, the *

YTXn  interaction should weaken with 
respect to that in the gas phase so as to reproduce the experimental evidence 
that the anomeric effect is reduced as the solvent polarity increases.102,107

The anion-like and cation-like Lewis structures were chosen to tailor the 
- and -electron densities of I2OH , I4OH , and I5OH , respectively, as 

well as for their transition states. These Lewis structures consist of more than 
97% of the - and -electron densities. As depicted in Figure 5.6, the energy 
stabilization due to the generalized anomeric effect can be split into three 
components for a cyclic compound: the exo-anomeric effect and the two 
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components of the endo-anomeric effect, i.e., the axial (a-endo-An.) and 
equatorial (e-endo-An.) contributions. 
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Figure 5.6. Components of the generalized anomeric effect in I5OH .

For the three possible hydroxyimidazolyl radical adducts, the decreasing 
order of stability I2OH > I5OH > I4OH  can be accounted for in terms of 
the generalized anomeric effect, since the generalized anomeric stabilization 
linearly decreases in the same order (Figure 5.7). Nonetheless, the adduct 
stability cannot explain the experimentally observed specificity of               
5-hydroxylation of imidazole and histidine. In contrast, the calculated 
barriers increase in the order I5OH < I2OH < I4OH , indicating that I5OH
is kinetically favoured. The kinetic preference can be rationalized from the 
mechanistic standpoint as the contribution of two factors. First, the transition 
state at the 5-position is the most favoured by the exo-anomeric interaction 
among the non-bonding spin orbitals of OH  and the spin antibonds at C5 in 
imidazole. The exo-anomeric interaction decreases in the order I5OH >
I2OH > I4OH  for the transition states. Second, the interaction of the 
attacking nspO  non-bonding spin orbital of OH  with the -cloud is the lowest 
at the 5-position; hence, the interaction with the Rydberg orbitals at carbon 
to form the OC  spin orbital would be less hindered. 
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Figure 5.7. Hydroxylation profile of imidazole calculated at the SCI-PCM/PMP2/6-
311G(2df,p)//MP2/6-31G(d,p) level. ZPE-corrected total energies relative to the 
isolated reactants R. RC stands for reactant complex, TS for transition state, and P
for product, i.e., the OH radical adducts. The stabilization energies of the exo-
anomeric hyperconjugative interactions (in kcal/mol) in the TS are in angular 
brackets. The stabilization energies of the generalized anomeric hyperconjugative 
interactions (in kcal/mol) in P are in parenthesis. 

5.4. Oxidation of 8-hydroxy-purine radical adducts 
Under oxidative conditions, the 8-hydroxyl radical adducts (A8OH  and 
G8OH ) will react further to yield the 8-hydroxypurine derivatives (8-OHA 
and 8-OHG) and their 8-oxo-7,8-dehydropurine tautomers (8-oxoA and      
8-oxoG).80,82,108 Addition of water to G + is an alternative and feasible 
pathway to yield 8-oxoG. The reaction seems to be important in DNA, but 
experimental evidence suggests that it does not occur in solutions of 
nucleotides.109

8-oxoA and 8-oxoG are the major stable purine products produced by 
oxidation and radiolysis.110,111,112,113 The 8-oxopurine derivatives are highly 
mutagenic lesions, as mispairing of 8-hydroxyguanine and  8-oxoguanine 
with adenine brings about G:C to T:A transversions.83,114,115

Two pathways for oxidation have been proposed (Figure 5.8). The first 
pathway (Figure 5.8, PT branch) is initiated by deprotonation of the            
8-hydroxypurine radical at C8 followed by subsequent electron loss and 
tautomerization,116 whereas the other (Figure 5.8, PT–ET branch) is initiated 
by a proton-coupled one-electron oxidation of the 8-hydroxypurine radical 
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(A8OH  and G8OH ) to yield the 8-hydroxypurine derivative (8-OHA and  
8-OHG) followed by tautomerizarion.109,117,118 
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Figure 5.8. Oxidation of purine nucleobases. 

The 8-oxopurine derivatives (8-oxoA and 8-oxoG) can be subjected to 
further oxidation. 8-OHG and 8-oxoG may undergo one-electron oxidation, 
tautomerization, and deprotonation, depending on the reaction conditions.119

The PT-initiated oxidation pathway of the 8-hydroxypurine radicals 
(A8OH  and G8OH ) followed by electron loss seems to be very unlikely in 
aqueous solution because of the very low acidity of the hydrogen at the       
8-position. Instead, the PT–ET-initiated oxidation pathway of A8OH  and 
G8OH  seems to be the favoured route in aqueous solution. 

In the case of the PT–ET-initiated oxidation, G8OH  is only slightly more 
sensitive than A8OH  to proton-coupled one-electron oxidation followed by 
tautomerization to yield 8-oxoG and 8-oxoA. Likewise, 8-oxoG and 8-oxoA 
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behave similarly towards one-electron oxidation to yield the radical cations 
8-oxoG + and 8-oxoA +. The difference in reactivity does not appear to be 
related to the 8-hydroxylation step either, since the barriers of adenine and 
guanine are close to the diffusion-controlled limit, and both reactions are 
exergonic by about 15 kcal/mol.  

However, the proton-coupled one-electron oxidation of 8-oxoG is 
preferred over that of 8-oxoA by about 5 kcal/mol. Hence, a higher yield of 
8-oxoG(–H7)  should be expected over 8-oxoA(–H7)  in DNA. 

Our calculations furthermore show that the ease of ionization of 
nucleobases in their native and oxidized forms to yield B + (via ET) or      
B(–H)  (via PT–ET) is 8-oxoG > G > 8-oxoA > A > C > T in aqueous 
solution. Accordingly, 8-oxoG can reduce any nucleobase radical cation B +

(via ET) or their deprotonation products B(–H)  (via PT–ET) to the 
nucleobase native forms. The smallest driving force thus corresponds to the 
repair of lesions in G (G + or G(–H1) ):

ET: (aq)(aq)(aq)(aq) oxoG-8GoxoG-8G

 kcal/mol4.4rG  (expl: 12.7 kcal/mol) 
   
PT–ET:  (aq)(aq)(aq)(aq) H7)oxoG(-8GoxoG-8H1)G(  

 kcal/mol3.9rG  (expl: 12.7 kcal/mol) 

Since the driving force for the PT–ET repair is about twice as strong as 
that for the ET repair, the presence of 8-oxoG could also contribute to shift 
the equilibrium at neutral pH towards the deprotonation of the remaining 
G +, which behaves as a weak acid.  

Likewise, 8-oxoG can reduce both 8-oxoA + (via ET) and 8-oxoA(–H7)
(via PT–ET). Hence, albeit the conditions for damages to occur on A and G 
are essentially identical, 8-oxoG is more prone to reduce/repair damages on 
other sites (including G + and 8-oxoA) and to function as a sink for oxidative 
damage occurring in the base stack. Thus, the detection of 8-oxo-7,8-
dehydropurine derived radicals would yield higher amounts of 8-oxoG than 
8-oxoA. This provides an explanation as to why the observed ratio               
8-oxoA:8-oxoG is 1:3 when both naked DNA and chromatin are irradiated, 
and could be a likely way in which 8-oxoG acts as a trap of radical cations 
and neutral radicals in DNA. 
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5.5. Radiation induced damage in serine phosphate 
A DNA strand break involves the cleavage of the phosphate–ester bond. It 
can be single (on one of the strands) or double (on both strands). From a 
chemical standpoint, two types of strand breaks are identified: (i) the direct 
strand break resulting from straight cleavage of the phosphate bond, and (ii)
the strand break following a chemical modification of the nucleobase108 or 
deoxyribose.120

Apart from the cleavage of the phosphate–ester bond, no alterations of the 
phosphate moiety as such have been reported in experimental studies on full 
DNA samples or DNA oligomers.121,122,123 Phosphate centered radicals in 
DNA ( 2ROPO ) are in yields of less than 0.2%.124 They are formed by local 
backbone uptake of non-solvated low-energy electrons. Irradiation of DNA 
primarily leads to ionization of the aromatic bases,82 and there is 
experimental evidence that primary ionic sites in DNA can trigger strand 
breaks.125 However, the mechanisms by which the base damages are 
transferred to the sugar–phosphate region and how subsequent breakages of 
the sugar–phosphate bonds occur are still largely unknown.  

Small model systems have been used to get insight into the strand breaks, 
because of both experimental difficulties in performing and interpreting the 
results of work on full DNA, and computational limitations on the size of a 
molecule that can be investigated at high accuracy. In radiation chemistry, 
experiments on L-O-serine phosphate (Ser-P) have enabled some pathway 
proposals.126 Ser-P displays key features also found in the DNA strand: the 
phosphate group, the phosphate–ester bond, and the electron-withdrawing 
carboxyl group acting as the electron-withdrawal nucleobases in DNA.  

Figure 5.9. Structures of a DNA strand and L-O-serine phosphate. 
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The experimentally identified radicals126 are formed by ionization of    
Ser-P followed by deamination, decarboxylation with subsequent radical 
exchange, or dephosphorylation (radical I, II, or III in Ref. S-VI,
respectively; cf. Figure 5.10). 
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Figure 5.10. Proposed experimental pathways yielding deaminated, decarboxylated,
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Calculations on our models (Ref. S-VI) show that after electron capture, 
the deamination of Ser-P is exothemic and barrierless to yield Ser-P(–N)
(Figures 5.11a). The energetics supports that Ser-P(–N)  is the major product 
in irradiated Ser-P. Likewise, after electron loss, the decarboxylation of Ser-
P follows the same trend to give Ser-P(–C1)  (Figures 5.11b).  The 
dissociative electron capture to yield Ser-P(–P)  competes with the 
deamination reaction. Electron uptake followed by dephosphorylation 
(Figure 5.12) involves an initial accumulation of the unpaired spin on the 
phosphorous atom, and the formation of a trigonal bipyramidal phosphoranyl 
radical intermediate. The system then passes over a transition barrier for the 
dephosphorylation reaction and a back-transfer of the unpaired spin to the 
adjacent carbon atom. 
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Figure 5.13. B3LYP/6-311+G(2df,p)//B3LYP/6-31G(d) profile for dephosphoryl-
ation of Ser-P. RC, reactant complex (Fig. 5.11a); RC , reactant complex after 
electron uptake (single point); I, phosphoranyl intermediate (Fig. 5.11b), TS,
transition state (Fig. 4.11c); PC, product complex (Fig. 5.11d). 

The formation of the phosphoranyl intermediate is exothermic and 
barrierless, but the subsequent transition state leading to dephosphorylation 
has a barrier of 26.5 kcal/mol (Figure 5.13). This barrier is likely to be 
overestimated and is probably sensitive to interactions with the environment. 
It is furthermore evident from the calculations that the environment strongly 
influences to localize the unpaired spin on the phosphorous atom, thus 
determining whether Ser-P after electron capture will proceed towards      
Ser-P(–N)  or Ser-P(–P) . Formation of Ser-P(–P)  (corresponding to direct 
strand break) does not seem to depend on stereoelectronic effects other than 
the formation of the trigonal bipyramidal phosphoranyl anion intermediate 
facilitated by the environment. 

Since Ser-P is only a small model system, these reaction mechanisms are 
not directly applicable to the situation in irradiated DNA. However, the 
present work does confirm the hypothesized presence of a phosphoranyl 
intermediate leading to the cleavage of the phosphate–ester bond in Ser-P. It 
can be speculated that a similar reaction mechanism could be responsible for 
the cleavage of the phosphate–ester bond in DNA in order to give direct 
strand breaks. Clearly, however, in these systems, a large number of 
competing mechanisms are at play, involving the nucleobases acting as 
electron sinks, as primary ionization targets, or as targets of the radiolytic 
products of water. 
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5.6. Concluding summary 
In this chapter, we have addressed the problems of the photophysical and 
photochemical properties of nucleobases and the subsequent formation of 
radical anions and cations in solution. These primary radicals react by pH 
dependent electron transfer reactions with the hydrated electrons, protons, 
and hydrogen atoms present in solution. As we have determined an 
internally consistent set of values for the chemical potentials of these species 
in aqueous solution, their energy levels are well-defined and known in the 
condensed phase. As a result, we can make computational radiation 
chemistry as well as computational electrochemistry. 

Applying the first-principles electrochemical scheme, we have been able 
to describe qualitatively and simultaneously some relevant aspects of ET, 
PT, and PT–ET reactions in solution involving solvated protons, hydrated 
electrons, electrons in the SHE, and solvated hydrogen atoms. First 
principles Gibbs energies of redox processes in solution are provided and lie 
on the same scale as those derived from experimental measurements 
(standard electrode potentials and apK  values). 

We have connected the energetics of a cascade of reactions on the same 
energy scale: the formation of excited states, radical ions (including their 
secondary redox reactions and the chemical repair by thiols), OH radical 
adducts, as well as the ring-fragmentation and oxidation of 8-hydroxy-purine 
radical adducts. All these processes are feasible in the order we have 
integrated them, and they may lead to mutations if the damage is not 
properly repaired. The combination of DFT and WFT calculations enables us 
to link and organize a variety of mechanistic proposals based on a large 
number of specific radiolysis experiments, difficult otherwise to resolve 
when  integrated in a complex set of chain reactions in the DNA double 
helix.

Our model of direct strand breakage of the phosphate–ester bond 
emphasizes the role of the environment in the localization of the radical 
character on the electron-withdrawing group or on the phosphate-ester bond. 
Our calculations suggest that the direct strand breakage can go by a trigonal 
bipyramidal radical intermediate. 
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6. Photochemistry of Skin-Sensitizing 
Psoralens

Photochemistry deals with the chemical effects of infrared, visible, and 
ultraviolet electromagnetic radiation, as distinguished from radiation 
chemistry, which is associated with ionizing radiation. Photosensitization is 
the process by which a photochemical or photophysical alteration occurs in 
one molecular entity as a result of initial absorption of radiation by another 
molecular entity referred to as a photosensitizer. In mechanistic 
photochemistry the term is limited to cases where the photosensitizer is not 
consumed in the reaction.127 Dye-sensitized photoreactions are widely 
applied to material and biomedical sciences. In photochemotherapy, for 
instance, oral or topical photosensitizing agents are applied with subsequent 
exposure to light so as to trigger cytostatic or photodynamic action. 

Cytostatic therapy makes use of drugs to inhibit cell proliferation by 
hindering DNA replication and transcription. Many of these substances 
interfere with the biosynthesis of deoxyribonucleotides and thus inhibit DNA 
replication in the S phase of the cell cycle.128 Other compounds covalently 
bind to DNA in order to block its replication and transcription. 
Furocoumarins are intercalators that insert themselves into the double helix 
and photobind to DNA to yield interstrand crosslinks responsible for the 
blocking action.  

Photodynamic therapy combines the selective accumulation of a 
photosensitizer in a target tissue, microorganism, or virus with the exposure 
to light of precise wavelength to trigger the formation of singlet oxygen from 
molecular oxygen. The conversion of triplet into singlet oxygen leads to cell 
death or viral inactivation, since the concentration of molecular oxygen in 
the tissue depletes, and singlet oxygen degrades vital molecular components 
of the target. 

The design of efficient sensitizers for photochemotherapy should be based 
on the ultimate goal of sensitization, i.e., cytostatic or photodynamic action. 
Photosensitizing agents should ideally be single compounds with high 
selectivity for malignant over normal tissue and with no dark toxicity. For 
cytostatic action, the photobinding of furocoumarins to DNA requires that 
the photosensitizer shows a strong binding constant to specific DNA sites 
and has higher singlet excitation energies than the pyrimidine nucleobases. 
For photodynamic action, the photosensitizer should have higher energy than 
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singlet oxygen (> 0.98 eV), should preferably have high absorbance in the 
red region of visible light (since red light is more penetrating than blue 
light), and should readily form triplet excited states with long lifetimes        
(> 100 s) to ensure quantitative reaction with molecular oxygen.129 The 
photophysical properties of furocoumarins and some insights into their 
photodynamic action are discussed in Ref. S-VII.

6.1. Mechanisms of photosensitization 
Furocoumarins are tricyclic aromatic compounds of fused furan and bicyclic 
coumarin. In the classification according to pharmacological function, this 
family of compounds is named “furocoumarins” or “psoralens”, even though 
it consists of substituted derivatives of coumarin, psoralen, and angelicin. In 
psoralen, the 2,3-furan bond is fused to the 6,7-bond of coumarin, whereas in 
angelicin, the 2,3-furan bond is fused to the 7,8-bond of coumarin. 

O O O

O O O

O O

O OO1'
2'

3'
4'

5'

5

8

4a

8a
1 2

3
46

7

3
4

3
4

1'

2'

3'

4'5'

Furan (Fu) Pyrone (Pyr) Coumarin (Cou)

Psoralen (Ps) Angelicin (Ang)

Psoralens are versatile sensitizers prone to photodynamic and cytostatic 
actions. The fate of psoralens under the action of UV light can be outlined as 
follows:

Formation of excited states 

 )Ps(S)Ps(S 10
h  (Excitation) 

)Ps(T)Ps(S 11  (Intersystem crossing) 
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 Pathways of photosensitization 

 Type I. Electron transfer mechanism: Photosensitizer triplet 
 state reacts first with an electron donor D that is not molecular 
 oxygen. 

DPsD)Ps(T1  (Reduction) 

22
3 OPsOPs  (Electron transfer, ET) 

)D(OOD 22  (Back ET) 

 Type II. Electron-exchange type mechanism: Photosensitizer 
 triplet state reacts first with molecular oxygen (photodynamic 
 action). 
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 Type III. Photobinding to, e.g., DNA: Intercalated psoralen 
 in a singlet excited state cross-links to a DNA site (cytostatic 
 action). 

 DNAPs)DNA(S)Ps(S 01  (C4-cycloadduct) 

Direct electron transfer. 

22
3

0 OPsO)Ps(S h

Autoionization.

PsPs)Ps(S)Ps(T 01

PsPs)Ps(T)Ps(T 11

Calculations at the PCM/B3LYP/6-31+G(d,p)//B3LYP/6-31G(d,p) level 
of theory combined with TD-DFT were performed on substituted derivatives 
of furocoumarins with methyl groups and groups supplying mesomeric 
effects (cf. Ref. S-VII). Psoralen and angelicin show similar photophysical 
properties, i.e., transition energies to the lowest singlet and triplet excited 
states, as well as transition probabilities. The differences in their 
photochemical behaviour to show cytostatic action should therefore be due 
to different patterns of intercalation in the double helix. Psoralen derivatives 
tend to form diadducts, whereas coumarin and angelicin derivatives tend to 
form monoadducts. 
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The photophysical effects of substitution (cf. Ref. S-VII) are a lowering 
of the excitation energies and, in most cases, an increase in the transition 
probabilities. Moreover, the gap between the first singlet and the first triplet 
reduces with increasing size of the compound. For bicyclic compounds the 
gap is ~2 eV, and narrows to ~1 eV for tricyclic and more substituted 
compounds. 

Guanine is the nucleobase with the lowest ionization potential, and hence, 
the best electron donor in DNA. The reduction step of triplet furocoumarins 
with guanine in type-I sensitization is endothermic by ~10 kcal/mol. The 
subsequent reaction of the furocoumarin anions with triplet oxygen is 
exothermic by more than 35 kcal/mol on average. As a result, the presence 
of molecular oxygen in the vicinity could drive type-I reactions.  

Along an alternative reaction pathway, triplet furocoumarins readily 
undergo electron exchange with molecular oxygen to yield singlet oxygen. 
The type-II reaction is exothermic by more than 40 kcal/mol on average. 

6.2. Concluding summary 
We have shown that psoralen and angelicin have similar photophysical 
properties; therefore, the observed differences in photobinding should be 
owing to their particular patterns of intercalation in the double helix and to 
the molecular mechanism of photobinding. Our calculations suggest that all 
furocoumarins taken into account herein have strong photodynamic action. 
The stronger the photodynamic action, the weaker the cytostatic action, since 
both mechanisms of photosensitization compete. Moreover, these 
furocoumarins should exhibit high levels of dark toxicity when used as 
cytostatic agents. For these reasons, the mechanistic details of photobinding 
are also necessary to design new furocoumarins with improved 
photophysical and cytostatic properties. 
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Summary in Swedish 

Modern fysikalisk-kemisk beräkningsmetodik:
En introduktion till biomolekylära strålningsskador och 
fototoxicitet.  

Alla naturens livsformer utsätts ständigt för strålning av olika slag. Av stor 
relevans ur ett biokemiskt perspektiv är solens UV-strålning (våglängder 
mellan 290 och 380 nm), som på basis av fotobiologisk effekt delas upp i 
UV-B (290 – 320 nm) och UV-A (320 – 380 nm). Det solljus vi utsätts för 
utgörs till ca 0.3% av UV-A och till ca 8% av UV-B. Solstrålningen orsakar 
förändringar i arvsmassan, DNA, vilka i vissa fall kan leda till celldöd eller 
inducera mutationer i de celler som överlever. UV-B-strålningen är ansvarig 
för merparten av de direkta hudskador som solens strålning förorsakar. Även 
om UV-A strålningen orsakar färre direkta skador, verkar denna indirekt 
genom fotosensitisering. Detta innebär att vissa naturliga substanser i huden 
eller i kosmetiska produkter fungerar som “antenner” genom att fånga upp 
UV-A-strålning och överföra dess energi till biomolekyler, och framför allt 
till DNA. Dessa molekyler benämns sensitiserare. 

Många kemikalier i maten, i luften, och som även produceras som 
naturliga metaboliter i cellerna, kan också skada olika biomolekyler, 
företrädelsevis DNA. De flesta av dessa substanser reagerar med vatten 
vilket genererar reaktiva syre-föreningar som i sin tur orsakar skadorna.  

Kort sagt, vi lever i en mycket oxidativ omgivning vilken inkluderar UV-
strålning och kemikalier, som på många sätt kan starta en kaskad av 
komplexa molekylära kedjereaktioner. Dessa reaktioner kan leda till 
mutationer i DNA om de molekylära skadorna inte upptäcks och repareras 
på tillbörligt sätt av enzymatiska reparations-system. Mutationer kan leda till 
okontrollerad celltillväxt och differentiering, vilket ligger till grund för 
exempelvis åldrande, cancer, psoriasis, m.m.  

Vi känner således till de primära orsakerna (UV-A, UV-B, och 
kemikalier) till, och de slutliga effekterna (degenerativa sjukdomar och 
tillstånd) av, biomolekylära strålningsskador. Det arbete som presenteras i 
denna avhandling handlar om att försöka förklara och relatera till varandra, 
de olika reaktioner som ett antal välkända reagens orsakar på DNA. Extra 
vikt har fästs vid absorption av UV-strålning, vilket genererar exciterade 
tillstånd i DNAs baspar och som sedan omfördelas till att ge radikaljoner 
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(laddade molekyler med oparade elektroner). Radikaljoner reagerar gärna 
med vatten och dess fotodissociations-produkter. De sistnämnda inkluderar 
t.ex. hydrerade elektroner, protoner, väteradikaler, hydroxyl-radikaler, och 
superoxid-joner. 

Radikaljoner ändrar elektronfördelningen inuti DNA-molekylen, vilket 
kan leda till att DNA-strängens bindningar mellan socker och fosfat bryts. I 
detta arbete presenteras en förklaringsmodell för hur denna reaktion sker på 
molekylär nivå.  

Även hydroxyl-radikaler är mycket reaktiva, och angriper DNAs 
byggstenar där de genererar mutagena föreningar. Denna avhandling 
undersöker de molekylära mekanismer som leder till hydroxylradikal-
addukter med DNA-baserna adenin och guanin, samt hur dessa addukter 
oxideras till 8-oxo-adenin och 8-oxo-guanin. De sistnämnda är skador på 
arvsmassan som ledder till den typ av mutationer som kallas transversioner.

Avhandlingen innefattar även en studie av fotosensitiserings-mekanismer  
inom kemoterapi. I fotokemoterapi appliceras fotosensitiserande ämnen på 
huden eller intas oralt, varefter de aktiveras med strålning för att initiera 
cytostatiska eller fotodynamiska reaktioner. En grupp av föreningar som 
infogar sig i DNAs dubbbelhelix och fotobinder till DNA genom att bilda 
korslänkar är psoralenerna. Korslänkarna håller ihop de två kedjorna i DNA, 
och hindrar därvid DNA-replikation och transkription. Dess cytostatiska 
effekt är således att de kan blockera celldelningen.

Om man vill använda psoralener som cytostatiska reagens, bör dessa 
molekyler uppvisa selektivitet för malign snarare än normal vävnad, och bör 
ej vara toxiska i mörker. De bör således binda starkt till DNA snarare än att 
reagera med andra föreningar som kan öka den oxidativa stressen. Denna 
studie visar att psoralener, då de väl absorberat UV-strålning, kan överföra 
sin energi till molekylärt syre i sin nära omgivning för att generera en 
högreaktiv förening kallad singlett-syre. Denna process är känd som en 
fotoallergisk reaktion, och svarar för psoralenernas mörker-toxicitet.  

Samtliga resultat i denna avhandling har erhållits med metoder inom 
beräkningskemins område. Dessa tekniker gör det möjligt att beräkna och 
förutsäga molekylers egenskaper med hjälp av kvantkemiska teorier och 
datorer. Molekylära simuleringar är helt enkelt experiment som utförs i 
datorer. Det är således även ytterst viktigt att utveckla metoder för att kunna 
simulera vissa typer av experiment. En grundläggande ny metod inom 
fotoelektrokemi och jon-termokemi presenteras häri, vilken möjliggör 
studier av reaktioner i lösning, som de vi vet äger rum inom experimentell 
strålnings-kemi och fotokemi. Denna approximation medger inte bara en 
hanterbar teoretisk modell för reaktioner i vilka elektroner och protoner 
deltar som oberoende joner i en reaktion, utan ger även ett enkelt och 
(beräkningsmässigt) kostnadseffektivt vektyg för att understödja 
experimentella studier, för att förklara experimentella observationer, och, på 
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samma gång, för att ge insikt på molekylär nivå i problem av biomedicinsk 
och teknisk relevans. 

Översättning av Leif A. Eriksson och Bo Durbeej. 
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